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Abstract—The past few years have seen increasing interestare established based on the independent cascade model [6]
in understanding social networks as a medium for community wherein a member is activated (convinced by the opinion)
interaction. A major challenge has been to understand varias with a probability depending on the state of her/his neighbo

fundamental properties of social networks that form the bass for Further. th del I that th b ith
the formation and propagation of opinions across such netwds. urther, the models usually assume that the members erther

The main hurdle has been the absence of plausible models thathave a particular opinion or are neutral, but not that theyhmi
specify the correlations between different members of a seal  be trying to propagate opposite opinions.

network, which could then be used for algorithm design. This |n this paper, we consider a social network and assume there
paper studies aninfluence maximizationproblem using an Ising- are two competing opinions on a specific subject. We define

model-based approach. We first validate the credibility of he , .. o
ferromagnetic Ising model in predicting opinion formation in the value of a member's opinion to be “+1" if the member

social networks using cosponsorship data from the US SenateiS in favor of the subject and “-1" if the member is against
proceedings. We then develop a greedy placement algorithnhat  that subject. In order to represent the correlation of @pisi
can efficiently find an appropriate subset of network members petween friends and acquaintances, we adopt the ferromag-
“bribing” whom can efficiently propagate a particular opini on  petic |sing model [7], which was first proposed in statidtica
in the network. We use simulations to confirm the effectivenss . .
of the greedy placement algorithm. physics. In parpcular_, we adopt the concept that the ground
state (the configuration that emerges when the temperature
|. INTRODUCTION goes to zero) of the network is the most likely opinion formed
The rapid and global emergence of online social networkecause the ground state minimizes the magnitude of canflict
over the past few years, and their meteoric adoption Iy the social network (in physical systems, the ground state
millions of Internet users has seen renewed interest inttlly's is the state with minimum energy). This model was shown
of the properties of social networks as a whole. Indeed, ane do be effective in identifying community structure in sdcia
envision a future society in which communication, repatati networks [8]. Note that the Ising-based model differs frdva t
marketing and the very molding of societal opinions trarespiindependent cascade model in two asp€@tshe Ising-model-
on online social networking platforms. A major challengs habased approach allows both positive and negative influences
been to understand the properties of social networks thgtitmiso can be used to model two completing opinions while the
allow for the harnessing of this new medium to attain desérahindependent cascade model (except the one in [5]) only allow
outcomes. A basic question is related to the propagation afe opinion in the network; angi) the “concept” of ground
influence in a social network, i.e., how does a person’s opinistate models the “self-optimizing” nature of the sociaWwmk.
change the opinions of other people in the network? Also, lifi other words, the network tries to minimize the degree of
there are two possible views on a particular issue, which déenflict and settles down in the minimum conflict state, which
the dominant one? This is a problem with important practicebes not exist in the independent cascade model.
applications, especially for firms or organizations who tvan We develop an Ising-model-based approach wherein link-
to promote their products or philosophies. The solutionldouweights between nodes model their degree of correlation. We
help such firms or organizations decide the most effectigssume that subsets of nodes are irretrievably fixed with a
places to advertise their products/philosophies. positive or negative opinion, while others’ opinions aresed
In this paper, we consider danfluence maximizatioprob- due to the propagation of influence of thessed nodesin
lem. Specifically, suppose there is a particular issue abaurtler to validate this model we use data from the records
which members of a social network could have two possibt# bill cosponsorship in the US Senate, wherein we fix link
opinions, and assume that we can “bribe” a fixed number wkights between senators (nodes) based on the number of
members, the question i8hom should we bribe to cause theills that they cosponsored [9]. We fix some nodes as known
dominance of the opinion of our choic#®oblems relating to be “Democrat” or “Republican”, and show that ground
to such influence maximization were first formulated in [1llstate of the system automatically and correctly identiffes t
and have been studied in [2]-[5]. These results, howevearty affiliations of the remaining nodes. We then attempt



to answer the general question of how to identify the mose., N* is the expected number of1 in the network, and
appropriate nodes to “bribe” in order to cause a particul&f~ is the expected number ofls in the networks, and the
opinion to dominate. Thus, we are given a budget of nodemndomness arises due to probabilistic correlations lmtwe
whose opinions we can fix, and must decide which nodeginions of neighbors.
should be chosen. We develop a greedy algorithm to choosd&ow, assume that: extra positive seeds can be placed in
nodes, and show that it outperforms an algorithm that makibe network. For example, a company is willing to pay
choices solely based on the degree of nodes. extra users on the online social networks to express a positi
The paper is organized as follows. In Section Il, we inepinion. The question isvhere should these extra positive
troduce the Ising model based on a Markovian random fielseeds be placedviathematically, the problem can be written
and then describe the connection between the ground state®f
the Ising model and the min-cut of the corresponding graph.
This connection allows us to compute the ground state in anmax N (¥, o+ 7)) =E [Z 1o,=+1
efficient way. We then validate the Ising model and the grourfd :|¥*I=m iEN
state concept on a Senate network in Section Ill. We propose a (1)
greedy placement algo_rithmin Section IVthat_f?ndspositive Note that to solve the placement problem (1), we first
seeds that can maximize the number of positive nodes at i to define the functiotr; that defines the relationship
ground state. We then present simulation results in SeC'F'BQtween the opinions of neighboring nodes. In this paper, we
V to compare the performance of the greedy algorithm withyont a4 Markovian Random Field Model, the Ising model, to
a degree-based placement algorithm. We conclude in SectigRresent such relationships. We will validate the modlgus

V. Senate voting data in Section Ill and then propose a placemen
algorithm for influence maximizing based on the Ising model.

Ut ot g

Il. PROBLEM DESCRIPTION ANDBACKGROUND

We consider a social network represented by an undirecf%’d Markovian Random Field and Ising Model

graphG = (N, £), where) is the set of nodes, anflis the ~ The probability that the opinion formeslis assumed to be
set of links. Denote byW € RY*" the link weight matrix,
whereW;; > 0 is the weight of Iir_lkll-j. The yalue of Wy, Pr(o) = leXp Z %01@ ,
represents the strength of the social connection betwedea no Z T

i and nodej. Larger values o#V;;, represent stronger social ) R .
connections between nodeand node;. where W;; is a parameter indicating the correlation between

In this paper, we study opinion formation in a social net- and j, T is a parameter that indicates the time remaining

work and propose a placement algorithm that will be defind@" @ decision to be made; whéh = 0 opinions get fixed,
i : i PO co@nd Z = > exp(>. .., == o;0;) is the normalizing factor
rigorously in Section IV, to maximize influence of a desired o ijec ~T 9i9) :

ijeL

opinion in the social network. We defirt@; to be the opinion Therefore,
of node: on a specific subject, an@; = +1 if the node is Woio0:
in favor of the subject and; = —1 otherwise. We denote by exp Z )
O =1[0,...,0,] ando to be a realization 00. We assume jrjeL T
that an opinion of node is a function of the opinions of the I’ (oilo\{oi}) = . W
. L 03 03
neighbors of node, i.e., exp Z 1{ i | fexp |- Z 1{ 3
Oi = Fi ({Oj}jiijec) - Jues Jijel

So this graphical model is a Markovian random field (MRF).
Further, we assume that the network contains nodes withjg graphic model in exponential form is thsing model
pre-determined opinions, whose opinions are not affectg@m statistical physics [7]. In statistical physics, therrb-
by their neighbors’ opinions. We name a node with prenagnetic Ising model represents atoms that form a network,
determined positive opinion, i.e(); = +1, as apositive and every atoni is associated with a spin variabie = =1.
seed and a node with pre-determined negative opinion, i.erhe energy of the Ising model (the Hamiltonian) is defined to

0; = —1, as anegative seedThe subset of positive seeds ig)e
denoted by?* and the subset of negative seeds is denoted H(O) = 1 Z WiiO0:0..
by ¥~. Now, given ¥+, ¥~ and the functions;, we can 2 R

. " ijeL
compute the following two quantities: ) N , ,
Theground stateof the Ising model is defined to be the lowest

energy configuration, i.e., a configuratiop such that
N+(\I/+7\117):E Zloi:+1 \I/+7\117 » g 9 9
i~ 0, € arg min H(o), 2)
N- (U, 07)=E [Z lo—_1| Ut O |, which in statistical physics, is the configuration at zenm-+te

v perature.



From the perspective of MRF, the ground state configuratidn Senator network construction
is the configuration that emerges with probability one when \yia construct a network amongst US Senators based on

T" — 0 (assuming that the ground state is unique). CoRata for the year 2004 [10] as follows. The senator network
sidering the question of identification of “Democrats” WSS ¢ sjsts of100 nodes (senators). The network is constructed
Republicans” in Section Ill, valug” can be viewed as the 4564 on the cosponsorship of bills as defined in [9]. Every
remaining time to decide party affiliations given one’s ad)c_| bill is sponsored by one senator and can be cosponsored by

network. When(" is large, the final decision of a member isyitipje other senators. For a bill let n; denote the number
probabilistic, but he/she has to make a decision whea 0. ¢ cosponsors of the bill. Define;; € {0,1} to be a binary

If two neighborsi andj have different party affiliationsVi; ¢ nction such thati;;; = 1 if and only if bill I is sponsored
can be viewed as the amount of energy created by the confg9t senatori and cosponsored by senatgrand a,; = 0
gyl —

between; and ;. otherwise. The weight of linki, j) is defined to be
4jit

QAijl
B. Ground State and Min-Cut Wij = Z n—Jl + i
l

The Ising model can be used to understand social netwo . .
g Wé adopt this approach because the cosponsorship reflects

because of the following two reason@) The Ising model ial tion bet i i Th twork
defines a Markovian random field, which is consistent witho - o connection between two senators. 1he network we

our assumption that in social networks, the opinion of a no&?ta'ned is shown n F|gu_re 1. In the figure, blue nodes
is a function of the neighboring nodes, afij In physical represent Democratic (or independent) senators, red node

systems, the ground state is the state with minimum energy. resent_Republlcan senat_ors. Blue _Ilnks are the Imlwehm_
mocratic senators, red links are links between Republica

In a social network, the ground state can be viewed as t & : . )
opinion formation that minimizes the magnitude of conflictssenators’ qnd green links are I|nI_<s across party lines. The
Given an opinion configuration number of links betwgen Democratic senators is 201, .between
’ Republican senators is 180, and between a Democratic senato

and a Republican senator is 196.
H(o) = —% Z Wi; | + Z Wij.

ijeL 1J:0;70;

Since (—% dijec Wij) is a constant independent of the
optimization (2) can be written as:

04 € argmin Z Wij. 3)
1J:0;70; J
. ) '! S
Given o, define the source set to be the set of nodes wi ﬁl‘
0o; = +1, and the sink set to be the set of nodes with= .
—1. From (3), it is not difficult to verify that the ground-state
configuratiorno, of a social network with positive and negative
S_eeds is the minimum CUF of g_raghSUCh that the source andFig. 1. The US Senator network. Links indicate cosponsprsiibills by
sink nodes are on opposite sides of the cut. senators, while the link colors indicate party affiliations
From the discussions abové) we hypothesize that the
ground state of the Ising model indicates the most Iikelg o o
opinion formed in the given social network, afiif the ground B- Opinion formation in the senator network
state can be found by computing the mincut of the graph.After constructing the social network, we then applied
Therefore, the Ising model could potentially be used astle Ising model to predict the party affiliations of senators
quantitative tool for predicting opinion formation in sati We choose “+1” to represent Democratic (or independent)
networks, and to study the influence maximization problesgffiliation and a “-1” to represent Republican affiliationeW
(2). randomly selecteeh nodes known to be Democrats as positive
seeds, andn nodes known to be Republican as negative
I1l. SENATOR NETWORK: AN EXAMPLE seeds. For given’™ and ¥, we found the min-cut of the
graph, which specifies the ground state of the system. In
The Ising model has earlier been used to identify communivgher words, we found the ground state labels of all senators
structure of social networks, e.g., Karate club networki, e given m known Republicans and Democrats, and compared
author network [8]. We now validate the Ising model in théhe labels thus obtained with the actual party affiliatiofis o
network of US Senators, and show that it can correctly ptedibe senators. Figure 2 shows the number of prediction errors
their party affiliations. (label a Democratic senator as a Republican or vice versa) as

=



Proof: To prove this lemma, we first defin@(¥+, o)

5! \ \ \ \ \ \ \ \ \
T B i — to be the min-cut-set of links givew* and ¥~ i.e.,
N ) A E . — B o B , 5 B
NP hte S R R LU 07) ={(ij):i e NT(¥F,¥7)andj e N~ (UH,07)}.
. e e e e R S B R We further define the weight of the min-cut as
i i Rttt Sl et Rt e i Rl
o s S R R W (L(¥H,v)) = Z Wij.
10F - -1——-—4--——-+t+-—-F - S St il e Tl
A S S I 0 h. W U SO S We first prove (4). We note that ife At (U, ¥ ~), then
ol L(U+,¥~) remains a cut-set for gived ™ U {i} and U,
! ’ #gfzsenailoersinsztgjrceszétorsiiiset #o% W which implies that

W (L (T, 07))>W (£ (¥Fu{i}, 7).
Fig. 2. The number of incorrect labels in the ground statsuethe number
of seeds of each typs:. We see that the Ising model is a good predictor oD the other hand( (\IJ+ u{i},¥~) is a cut-set for given

party affiiations. U+ and ¥, which implies that
_ _ W(L(EH,u))<wW (£(TTufi},v7)).
a function ofm. We see that ground state of the Ising model
matches real party affiliations well. Given twenty knowrdence, we have that
Republicans and Democrats, the number of prediction errors £ o\ n oo
is only ten (recall that we haved0 senates in the network). 4 ([’ (\IJ ¥ )) =W (E (\I} Ui}, v )) ’

These results along with the earlier results of [8] indida® and equality (4) holds under the assumption that the min-cut
the Ising model is an accurate method of representing theynique.

correlation of opinions in a social network. We next prove result (5) by contradiction. We assume that
IV. MAXIMIZING INFLUENCE IN SOCIAL NETWORKS e (\IJ+ u{i} \I,_) 2 N+ (\I/* \IJ‘). ©6)

In this section, we study efficient algorithms that solve ] )
the placement problem (1) based on the Ising model. TRBeN we define the following four sets:

straightforward approach is to consider all subsgts such B SR o b

that [U+| = m and ¥+ N (TTUT~) = (), and compute Spo= NT(VTU{i v )ﬂN (v, v7)

the ground state. Then, we can set tfr¢ yielding the Sy = N~ (\I/*U{z‘},\l/*)ﬂj\/+ (¥H,u7)
largest N*. This algorithm however requires us to consider

O Tt = 11 ‘ Sg = NT(WrU{i}, o) N (vH o)

n— |0 — ¥ o .

combinations, and is very computa-

m Se = N (UFu{ih,u) (N (The0)

tionally intensive.
We therefore consider a greedy algorithm that places th@ien it is easy to see thallz |JSaUSsUSc = N. We

extra positive seeds one by one. For each positive seed, fiy@her define the following link sets:

check all possible positions and compufe™ using the Ising

model, and the select the position yielding the largést We Lo = {(v,u)€L:vESpueSa}

then repeat this process until all positive seeds are placed. Ly, = {(v,u)€L:v€ESaucSc}

This sequential placement computes the min-cut times _ .

instead of{ "'~ ] = 2] times. Further, we have the fo T RS )
m : ' Ly = {(w,u)eL:veSpueSct

following proposition which states that it is sufficient ®esch L. = {(v,u)eL:veESE,ucSc}

the sink set instead of all nodes to place a positive seed. We L; = {(vu)eL:veSaucSp}

define N'* (¥, ¥~) to be the source set under the min-cut
given positive seed¥* and negative seeds™. We then have Under the assumption (6), we have tisat # (), which implies
the following proposition. that £, # () and £, # (). According to the definitions of .,
Proposition 1: Assume that the grapf has a unique min- we know
cut for any giveni+ and . If i € N+ (U+, U7), then
)J/rg + N a— + +(7 ) N+(\I/+’\I/_) = SpUda
NT(TTU{i},07) =N (TF,07), 4) N~ (UH97) = SpUSe.
and otherwise Therefore, the weight of the min-cut giver™ and ¥~
N (Ot u{i},v7) DN (UF,07). (5) satisfies

W (L (U, W) = W (L) + W (L) + W(Le) + W(Ly).



Furthermore, it is easy to verify that, | J £. |J L. is a cut-set Algorithm 1 Greedy Placement Algorithm
given ¥ and ¥ ~. Under the assumption that the graph has ¥ = o+

a unique mini-cut, we then conclude that for j=1tom do
W(Ls) + W (Le) + W (Le) +W(Ly) Combine all nodes i+ (\I/j_l, ™) as a super node,
’ ; EC ! named node-;_;, and form a new graply; 1;
< W(La) +W(Le) + W(Le) Find a node
which implies that i —arg  max  NF({r1}U{i}, 00):
W(Ly) + W(Ls) < W(Ly). {1 U
and '(—jeft i = Ut
end for
W(Ly) <W(La). Q) return Wb\ Ut
Next, according to the definitions, we have
NT (\I/+ U {i},\IJ_) = SpUSp
N=(WHU{i},¥7) = S4USc V. SIMULATION
Therefore, the min-cut givelr+ U {i} and U~ satisfies We now use simulations to evaluate the performance of

n o the greedy algorithm. In social network, basically, nodes
WAL (U UL}, 97)) = W(Le)FW (La)+W (La)+W (Ly). with large degrees can be considered as “influential nodes”,
Further,£. U L, U L, is a cut-set given™ U {i} and ¥ ~. since they have more connections with other nodes and as
Under the assumption that the min-cut is unique, we have tleatesult have more influence on the opinion configuration of

the network. Therefore, a natural approach to our problem is
W(Le) + W(La) + W(La) + W(Ly) to choose those large-degree nodes as extra positive seeds.
< W(Le) + W(La) + W (L) Specifically, we can sort all free nodes (nodes that are not
which implies that seeds) in decreasing order of their degrees, and choose the

first m nodes as extra positive seeds. We call this approach
W(La) +W(Ly) <W(Ls). the Degree-based Placement Algorithin contrast to Degree-
and based placement, the Greedy algorithm that we developed in
W (La) < W(Ly).. (8) this paper |mpI|C|tIy_takes multl-h_o_p influence propagatioto
) ) . account while placing extra positive seeds. We expectether
which contradicts (7). Therefore, the assumption (6) da#s fore, that it would perform better at the goal of maximizing

hold, which leads to result (5). _ B the number of positive opinions.
From Proposition 1, we have the following two observa-
tions: A. Simulation settings

« Observation 1: To place one (and only one) extra positive
seed givent™ and¥—, we only need to check the node
iNn N~ (U, U)\ U,

Previous research has shown that most social networks are

Small-world networks [11]. Hence, we construct a small worl

. ) L . etwork to imitate a social network based on the method in

» Observation 2:1f a nqde |s+|n sourc_e set in the groun 12]. Specifically, we first generate B) x 10 grid network.
state.of .the graph given™ and U, then. _the node Then, we add long link to each node according to [12], where
remains in the source set when extra positive seeds e 1. By doing this we obtain a small world network. Note
placed. that the network is undirected. We randomly pl@6enegative

From the observations above, we can see the complexiiyoys ando positive seeds on this network. Now, suppose
of the sequential placement algorithm can be further reniiuc?n(,j‘t a firm is willing to place at most0 extra positive seeds

In the §§quent|al placement algor|_thm, suppiseis the set on this network. The objective of the firm is to maximize the
of positive seeds aftet extra positive seeds are placed. W%xpected number of-1 in the ground state of the network.
can combine all nodes iN* (¥}, ¥~) as a super positive
seed since these nodes remain to be positive after the exiragreedy placement versus Degree-based placement
positive seed is placed (according to observation 2). Then w

select nodes it~ (¥}, ¥~) \ ¥~ one by one, and compute
the corresponding ground state. Nofleis selected to be the
extra positive seed if

In order to compare the performance of two algorithms,
we vary the number of extra positive seeds fronio 10,
and observe the number efl in the ground state of the
network under two algorithms. The results are shown in figure
j* € arg max NT (\If‘k* U{j}AI/_) . 3. From the graph we see that under the Greedy Placement
FIEN (W W \w- Algorithm, when we placd0 extra seeds, the number ofl
Therefore, we not only reduce the set of candidate nodes butthe ground state almost reaches the maximum value (at
also reduce the size of the network. The algorithm is forynalmost 80). However, under the Degree-based algorithm, the
defined as follows. number of+1 is only 33 when we placel0 extra positive



seeds. Thus, the Greedy Placement Algorithm outperforms th
Degree-based algorithm significantly.
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(a) Greedy Algorithm
Fig. 3. Comparison between two algorithms: We observe thatGreedy

Algorithm is more successful than the Degree-based Algorin maximizing
the desired opinion.

In particular, we present the situation where we can place
10 extra positive seeds. The seed distributions under two
algorithms are shown in Figure 4(a) and 4(b). In these two
figures, red circles are positive seeds, blue triangles ega-n
tive seeds, and black squares are non-seed nodes. The ground
state configuration in this setting are shown in Figure 5¢a) a
5(b). In the figure, red circles represent nodes, and blue
triangles represent1 nodes. Black links represent the links
between twot1 nodes or—1 nodes, and green links represent
the links between ar1 and a—1 node (i.e. the cut of the 3
network). From these two graphs, it is easy to see that the

Greedy Algorithm gives better results than the Degreedbase
Algorithm. (b) Degree-based Algorithm

C Greedy placement versus exhaustive search Fig. 4. Seed distribution under the Greedy and Degree-bAlgmtithms

As we know, exhaustive search is a way to find the optimal
placement solution. However, due to its high computational
complexity, the exhaustive search algorithm is not a pratti desired opinion in the network. Our simulations confirmeal th
algorithm. In this part of simulation, we use exhaustivesiea €ffectiveness of the greedy placement algorithm over oae th
to find the optimal solution, and compare the result with ouurely makes use of node-degree information.
Greedy Algorithm. Here we assume that we can place at most
3 extra positive seeds, otherwise the computational cortplex
is unacceptably high. [1] P. Domingos and M. Richardson, “Mining the network valok cus-
The results are shown in Figure 6. We see from the figure tomers,” in Proceedings of the seventh ACM SIGKDD international

that the Greedy Algorithm performs slightly worse than the_ conference on Knowledge discovery and data min#@1, pp. 57-66.
[2] D. Kempe, J. Kleinberg, and E. Tardos, “Maximizing theregm of
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