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Abstract

We consider the problem of allocating resources at a base station to many competing flows, where each flow is intended for a different receiver. The channel conditions may be time-varying and different for different receivers. It has been shown in [6] that in a delay-free network, a combination of queue-length-based scheduling at the base station and congestion control at the end users can guarantee queue-length stability and fair resource allocation. In this paper, we extend this result to wireless networks where the congestion information from the base station is received with a feedback delay at the transmitters. The delays can be heterogeneous (i.e., different users may have different round-trip delays) and time-varying, but are assumed to be upper-bounded, with possibly very large upper bounds. We will show that the joint congestion control-scheduling algorithm continues to be stable and continues to provide a fair allocation of the network resources.

1 Introduction

We study the problem of fair allocation of resources in the downlink of a cellular wireless network consisting of a single base station and many receivers (see Figure 1). The data destined for each receiver is maintained in a separate buffer. The arrivals to the buffers are determined via a congestion control mechanism, which will be described in detail later. We assume that the time is slotted. The channels between the base station and the receivers are assumed to have random time-varying gains which are independent from one time-slot to the next. The independence assumption can be relaxed easily, but we use it here for ease of exposition. The goal is to allocate the network capacity fairly among the users, in accordance with the needs of the users, while exploiting the time-variations in the channel conditions. We associate a utility function with each user that is a concave, increasing function of the mean service that it receives from the network. In an earlier paper [6], it was shown that a combination of Internet-style congestion control at the end-users and queue-length based scheduling at the base station achieves the goal of fair and stabilizing resource allocation. This result is somewhat surprising since the resource constraints in the case of a wireless network are very different from the linear constraints in the case of the Internet [16]. The relative merits of congestion control-based resource allocation scheme as compared to other resource allocation schemes for cellular networks are discussed in [6]. Several other works in the same context are [17, 15, 11]. However, none of these works explicitly
include the effect of feedback delay in their analysis. In this work, we aim to consider the effect of this essential parameter on the fairness and stability properties of the algorithm presented in [6].

In [6], it is assumed that there are no delays in the transmission of packets from an end-user to the base station and in the transmission of congestion information from the base station back to the end users. In reality, delays exist in both directions: there is a propagation delay $\tau_i^f$ from the source $i$ to the base station — we call it the forward delay of user $i$, and a propagation delay $\tau_i^b$ from the base station to the user $i$ — we call it the backward delay. It is well-known that the presence of delays may affect the performance of the network. For example, Internet congestion controllers which are globally stable for the delay-free network may become unstable if the feedback delays are large [16]. So it is interesting to ask whether the conclusions of [6] still hold for wireless networks with heterogeneous delays. We answer this question by showing that for a wireless network with uniformly-bounded delays, which are potentially heterogeneous and time-varying, the algorithm of [6] is stable and can be used to approximate weighted-proportional fair allocation arbitrarily closely. One thing we would like to emphasize is that the results hold not only for networks with small delays, but also for networks with arbitrarily large, but bounded time-varying delays. So even if the end users can only get very old feedback information from the base station, the network is still stable and can eventually reach the fair resource allocation. On the other hand, from the proof, we can also see that when the delays are large, it may take more time for the network to achieve the fair resource allocation. This observation is also supported with simulations.

The rest of paper is organized as follows: in Section 2, we introduce the system model including the congestion controller used by the end users and the scheduler implemented at the base station. In Section 3, we will show that the resulting resource allocation approximates weighted-proportional fairness arbitrarily closely. In Section 4, we further show that the network is stable for any positive $K$. Section 5 is devoted to simulations that complement the theoretical results. Finally, we will conclude in Section 6.

2 System Model

We consider a cellular network shared by $n$ flows in the downlink and assume that the base station maintains $n$ separate queues, one corresponding to each flow. Each source $i$ has a utility function given by $U_i(\bar{z}_i) = \alpha_i \log \bar{z}_i$, where $\bar{z}_i$ is the average rate at which user $i$ transmits and $\alpha_i$ is a positive weighting factor. The vector $\bar{z}^*$ that maximizes $\sum U_i(\bar{z}_i)$ over the set of possible rates yields the weighted-proportionally fair allocation [8]. We assume that time is slotted and denote the length of the queue $i$ at the beginning of the time slot $t$ by $x_i[t]$, the number of arrivals to queue $i$ in time slot $t$ by $a_i[t]$, and the amount of service offered to queue $i$ in slot $t$ by $\mu_i[t]$. We assume that each of these parameters can only take non-negative integer values. The evolution of the size of the $i^{th}$ queue is given by

$$x_i[t+1] = x_i[t] + a_i[t] - \mu_i[t] + u_i[t],$$

where $u_i[t]$ is a non-negative quantity which denotes the wasted service in queue $i$ at time slot $t$ and it guarantees that $x_i[t] \geq 0$. We also assume that the channel between the base station and the receivers can be in one of $J$ states in a given slot. We use $s[t] \in \{1, \ldots, J\}$ to denote the state in time slot $t$. The channel state is assumed to be fixed within a time slot, but may vary from one slot to another, thus capturing the time-varying characteristics of a fading environment. Corresponding to each channel state, say $j$, is an achievable rate region, $C_j$, that is defined to be the convex hull of the feasible rate vectors, $\bar{\eta}[t] := (\eta_1[t], \ldots, \eta_n[t])$, that can be offered to the queues. We assume that each $C_j$ is a bounded region and use the symbol $\bar{\eta} \triangleq 0$ to denote the upper bound on the achievable rates for all channel states. The channel state process is assumed to be independent and identically distributed in each time slot, but we do not require that the statistics be known at the base station. Furthermore, we define the mean achievable rate region as

$$\bar{C} := \left\{ \eta : \eta = \sum_{j=1}^J \pi_j^\eta \eta[j], \eta[j] \in C_j \right\},$$

where $\pi_j^\eta$ stands for the stationary probability of the channel state process being in state $j$. The scheduler will use the following algorithm:

**SCHEDULER:** Given the current queue-length $x[t] := (x_1[t], \ldots, x_n[t])$ and current channel state $s[t]$, the scheduler chooses a service rate vector $\mu[t] := (\mu_1[t], \ldots, \mu_n[t]) \in C_{s[t]}$ that satisfies

$$\mu[t] \in \arg \max_{\eta \in \bar{C}_{s[t]}} \sum_{i=1}^n x_i[t] \eta_i.$$

This scheduling rule was introduced in the context of fixed arrival rates (i.e., where the arrival rates are not adjusted by a congestion controller) in [18], where it was also shown that it is a stabilizing rule, i.e., the mean queue-lengths are upper-bounded. This result was extended in many different directions in [2, 14, 13, 7, 3, 9, 5, 12].
In our model, the packet arrival rate into each queue is assumed to be controlled according to the well-known dual controller that has been studied extensively in the context of Internet congestion control [8, 10, 19, 16]. In the context of Internet congestion control, a dual controller chooses the transmission rate $z_i$ such that

$$\frac{\alpha_i K}{x_i} = z_i$$

for some constant $K > 0$. Next, we describe the operation of our congestion controller followed by some assumptions.

**Congestion Controller** In our wireless network model, accounting for the forward delay $\tau^f_t$ and the backward delay $\tau^b_t$, the mean of the number of arrivals into queue $i$ at time slot $t$ is:

$$E[a_i[t]|x_i[t-T_i]] = \min \left\{ \frac{\alpha_i K}{x_i[t-T_i]}, M \right\} ,$$

where $T_i = \tau^f_t + \tau^b_t$ and $M > 2 \bar{\tau}$ is a positive constant which ensures that the arrival rate into the queue is upper-bounded when the queue-length is small. We assume $a_i[t]$ is independent across time slots and that the variance of $a_i[t]$ given $x_i[t-T_i]$ is bounded:

$$E[a_i^2[t]|x_i[t-T_i]] \leq V < \infty \text{ for all } x_i[t-T_i].$$

Furthermore, we assume that there exist positive numbers $\theta, A > T \bar{\tau}$ and $h > 2$ such that for any $N > A$,

$$p(\sum_{j=1}^{T} a_i[t-j] = N) < \frac{\theta}{N^h} \text{ for all } i. \tag{3}$$

We will later show that $K$ plays a critical role in the context of a cellular network: it is important to choose $K$ to be large enough to ensure weighted proportionally-fair resource allocation. The parameter $K$ does not play such a role in the context of wireline networks.

In summary, the combined Scheduler-Congestion Controller Algorithm can be defined as follows:

$$x_i[t+1] = x_i[t] + a_i[t] - \mu_i[t] + u_i[t] \tag{4}$$

$$\mu_i[t] \in \arg \max_{\mu \in C_i} \sum_{i=1}^{n} x_i[t] \eta_i, \tag{5}$$

where $a_i[t]$ is a random variable satisfying the conditions in (1), (2) and (3).

We now present the following theorem, which will be useful later. This theorem is similar to Proposition 1 of [6].

**Theorem 1** There exists a unique pair of vectors $(x^*, \mu^*)$ which satisfy following conditions

- $\mu^* \in \arg \max_{\eta \in C} \sum_{i=1}^{n} x_i^* \eta_i; \quad x_i^* = \frac{\alpha_i K}{\mu_i^*}$ for all $i$, and
- $\mu^*$ is the optimal solution to $\max_{\mu \in C} \sum_{i=1}^{n} K \alpha_i \log \mu_i$. \hfill $\square$

From the above theorem, we can see that $\mu^*$ is weighted-proportionally fair. For the stochastic model, we will show that $x[t]$ converges to $x^*$, defined in Theorem 1, in a probabilistic sense. This then implies that the network reaches a fair operating point.

In the rest of the paper, we will first show that fair resource allocation can be achieved when the linear gain, $K$, used in the congestion controller goes to infinity. The proof is quite complicated, but the idea behind the proof is relatively simple. From [6], it has been known that the result holds for a delay-free network. In that paper the authors define a quadratic Lyapunov function, which we denote as $W_0(t)$, and prove that for large $K$,

$$E[W_0(t + 1) - W_0(t)|W_0(t)] \leq G(K) < 0,$$

where $G(\cdot)$ is a properly defined function. Here, we will use a similar Lyapunov function that incorporates the feedback delay. Let us call this Lyapunov function $W(t)$. We show that

$$E[W(t + 1) - W(t)|W(t)] \leq G(K) + H(K),$$

where $H(K)$ is an additional term due to the delays. We further prove that $H(K)/G(K) \to 0$ as $K \to \infty$, which implies that for large $K$,

$$E[W(t + 1) - W(t)|W(t)] \leq G(K)/2 < 0.$$

Thus, following the arguments of [6], we can show that the fair resource allocation can be achieved for large $K$.

Secondly, we will show the network is stable not only for large $K$, but for any positive $K$. The proof uses a standard Foster- Lyapunov argument. It will be shown that when the sum of queue-lengths is much larger than the equilibrium value, the Foster Lyapunov function will have a negative drift.

### 3 Positive recurrence and weighted-proportional fairness

Notice that the wireless network we introduced in Section 2 is a discrete-time stochastic system, so we have
to show the stochastic stability of this system, i.e., we have to show that a Markov chain describing the evolution of this system is positive recurrent. We define \( y[t] = (x[t], \ldots, x[t - T]) \), where \( T = \max_i T_i \). It is easy to see that the process \( \{y[t]\}_{t \geq 0} \) is a Markov chain because \( a_i[t] \) depends only on \( x_i[t - T_i] \), so \( x_i[t + 1] \) and \( y[t + 1] \) are determined by \( y[t] \).

Foster’s Criterion will be used to prove the main results in this paper. The basic idea is to find a Foster-Lyapunov function \( W(y[t]) \) and a finite set \( S \) such that if \( y[t] \notin S \), then the drift \( E[W(y[t + 1]) - W(y[t])|y[t]] < -\varepsilon \). The Foster-Lyapunov function that we will use in this paper is given by

\[
W(y[t]) = \frac{1}{2} \sum_{i} (x_i[t] - x^*)^2.
\]

We will first show that \( \{y[t]\} \) is positive recurrent, which implies that it has a stationary distribution. Then, we can prove that as \( K \to \infty \), the \( t^h \) scaled queue-length, \( (x_i/K) \), tends to concentrate around the point \( x^*/K \). Thus,

\[
E[a_i] = \frac{\alpha_i}{x_i/K} = \frac{\alpha_i}{x^*/K}.
\]

Therefore, we can approximate the weighted-proportional fair allocation arbitrarily by choosing a large \( K \). For a positive constant \( c \) and \( \sigma < 1 \), define

\[
S = \left\{ y[t]: \|x[t] - x^*\| \leq c\sqrt{K} \right\}.
\]

Note that \( \|x[t] - x^*\| \leq c\sqrt{K} \) implies that

\[
\sum_{i} x_i[t - s] \leq \sum_{i} x^*_i + n c\sqrt{K} + n T \hat{\eta}, \quad \text{for all } 0 \leq s \leq T.
\]

Thus, \( S \) is a finite set. Define

\[
E[\Delta W_i(y)] := E[W(y[t + 1]) - W(y[t])|y[t]],
\]

the following theorem proves the positive recurrence of \( y[t] \).

**Theorem 2** There exist positive numbers \( c, \zeta \) and \( \delta^* \), such that for large \( K \)

\[
E[\Delta W_i(y)] \leq -\frac{\delta^*}{\sqrt{K}} \|x - x^*\|^2 I_{y \in S'} + \zeta I_{y \in S},
\]

where \( S \) is defined in (6). And the Markov chain \( \{y[t]\} \) is positive recurrent.

**Proof:** First, it is easy to see that if \( y[t] \in S \), there exists \( 0 < \zeta < \infty \) such that \( E[\Delta W_i(y)] < \zeta \). Now, consider \( y[t] \notin S \), define the event \( \chi_0^l \) such that

\[
\chi_0^l := \left\{ \max_i \sum_{j=1}^{T} a_i[t - j] \leq A \right\},
\]

and events \( \chi^l \) for \( l = 1, 2, \ldots \) such that

\[
\chi^l := \left\{ \max_i \sum_{j=1}^{T} a_i[t - j] = \Lambda + l \right\}.
\]

Then we can rewrite \( E[\Delta W_i(y)] \) as follows:

\[
E[\Delta W_i(y)] = \sum_{l=0}^{\infty} E[\Delta W_i(y)|\chi^l] p(\chi^l).
\]

For convenience, we let \( \{y\}^M \) denote \( \min\{y, M\} \). Then, along the lines of the proof of Theorem 1 of [6], it can be shown that there exists \( B_d < \infty \), which is independent of \( K \) and \( x[t] \), such that

\[
E[\Delta W_i(y)] \leq \sum_{i=1}^{n} \Delta x_i[t] \left( \frac{\alpha_i K}{x_i[t - T_i]} \right)^M - \mu^i + B_d
\]

\[
= \sum_{i=1}^{n} \Delta x_i[t] \left( \frac{\alpha_i K}{x_i[t - T_i]} \right)^M - \left( \frac{\alpha_i K}{x_i[t]} \right)^M + B_d,
\]

where \( \Delta x_i[t] = x_i[t] - x^*_i \). The only difference between this analysis and the delay-free case is the additional term (9), which we will also refer to as \( H(K) \). It has been shown in [6] that \( G(K) := (10) \) is negative when \( \|y\| \) is large. Here, we do not know the sign of (9), but we can show that when \( K \) increases, \( \|y\| \) increases much slower than \( \|x\| \). So \( \|H(K)/G(K)\| \to 0 \) as \( K \to \infty \), and when \( K \) is large enough, we will have (9) + (10) = \( G(K) + H(K) < G(K)/2 < 0 \), which implies \( E[\Delta W_i(y)] < 0 \).

To show this, we will show the following three facts. First, there exists a \( \delta_d > 0 \) such that for all events \( \chi^l \),

\[
G(K) \leq -\frac{\delta_d}{\sqrt{K}} \|x[t] - x^*\|.
\]

Second, when \( \chi_0^l \) happens, there exists a \( \delta_0 > 0 \) such that

\[
p(\chi_0^l|H(K)| \leq p(\chi_0^l) \frac{\delta_0}{K} \|x[t] - x^*\|.
\]
And third, there exists a \( \delta_1 > 0 \) such that
\[
\sum_{i=1}^{\infty} p(x_i^0) |H(K)| \leq \frac{\delta_1}{K} \|x[t] - x^*\|. \tag{13}
\]
If all three inequalities — (11), (12) and (13) — hold and \( \hat{\xi} > 1 - \sigma \), we will have
\[
E[\Delta W_t(y)] \leq G(K) + p(x_i^0)H(K) + \sum_{i=1}^{\infty} p(x_i^0)H(K) \\
\leq - \left( \frac{\delta_d}{\sqrt{K}} - \frac{\delta_0 \sigma}{K} \right) \|x[t] - x^*\| \\
\leq - \left( \frac{\delta_d}{\sqrt{K}} - \frac{\delta_0 + \delta_1}{K} \right) \|x[t] - x^*\|.
\]
Thus, if we have \( K > 4(\delta_0 + \delta_1)^2/\delta_d^2 \), then we also have
\[
\frac{\delta_d}{2\sqrt{K}} - \frac{\delta_0 + \delta_1}{K} > 0,
\]
which implies
\[
E[\Delta W_t(y)] \leq - \left( \frac{\delta^*}{\sqrt{K}} \right) \|x[t] - x^*\|
\]
and the theorem is proved with \( \delta^* := \delta_d/2 \).

Now we prove (11), (12) and (13). We will first show (11). The proof is similar to the proof of Theorem 1 of [6]. Notice that we have
\[
(x_i[t] - x_i^*) \left( \left\{ \frac{\alpha_i K}{x_i[t]} \right\}^M - \mu_i^* \right) \leq 0 \text{ for all } i.
\]
Letting \( i_0 = \arg \max_i |x_i[t] - x_i^*| \), we have
\[
(10) \leq - |x_{i_0}[t] - x_{i_0}^*| \left\{ \frac{\alpha_{i_0} K}{x_{i_0}[t]} \right\}^M - \mu_{i_0}^* + B_d.
\]
Now, if \( \left\{ \frac{\alpha_{i_0} K}{x_{i_0}[t]} \right\}^M = M \), then from the definition of \( M \), we have \( M > 2\hat{\eta} \), so
\[
\left\{ \frac{\alpha_{i_0} K}{x_{i_0}[t]} \right\}^M - \mu_{i_0}^* = M - \mu_{i_0}^* > \hat{\eta}.
\]
Otherwise if \( \left\{ \frac{\alpha_{i_0} K}{x_{i_0}[t]} \right\}^M < M \), then
\[
\left\{ \frac{\alpha_{i_0} K}{x_{i_0}[t]} \right\}^M = \frac{\alpha_{i_0} K}{x_{i_0}[t]}
\]
and
\[
\left\{ \frac{\alpha_{i_0} K}{x_{i_0}[t]} \right\}^M - \mu_{i_0}^* = \mu_{i_0}^* \left| \frac{x_{i_0}^*}{x_{i_0}[t]} - 1 \right| - 1.
\]
Furthermore, because
\[
x_{i_0}[t] = \begin{cases} x_{i_0}^* - |x_{i_0}[t] - x_{i_0}^*| \geq 0, & \text{if } x_{i_0}[t] - x_{i_0}^* \leq 0; \\
x_{i_0}^* + |x_{i_0}[t] - x_{i_0}^*| \geq 0, & \text{if } x_{i_0}[t] - x_{i_0}^* \geq 0,
\end{cases}
\]
and
\[
\left| \frac{x_{i_0}^*}{x_{i_0}[t]} - 1 \right| \geq \left| \frac{x_{i_0}^*}{x_{i_0}[t] - x_{i_0}^*} - 1 \right|,
\]
we have
\[
\left\{ \frac{\alpha_{i_0} K}{x_{i_0}[t]} \right\}^M - \mu_{i_0}^* \geq \mu_{i_0}^* \left| \frac{x_{i_0}^*}{x_{i_0}[t] - x_{i_0}^*} - 1 \right|.
\]
Now using the fact that when \( x[t] \notin S \), we have
\[
c\sqrt{K} \leq ||x[t] - x^*|| \leq \sqrt{n} |x_{i_0}[t] - x_{i_0}^*|,
\]
we can write
\[
\left\{ \frac{\alpha_{i_0} K}{x_{i_0}[t]} \right\}^M - \mu_{i_0}^* \geq \mu_{i_0}^* \left| \frac{x_{i_0}^*}{x_{i_0}[t] + c\sqrt{K}} - 1 \right| = \mu_{i_0}^* \left| \frac{\sqrt{K}}{\mu_{i_0}^* K + c \sqrt{K}} \right|.
\]
It is easy to see that as \( K \to \infty \), we have
\[
\mu_{i_0}^* \left| \frac{\sqrt{K}}{\mu_{i_0}^* K + c \sqrt{K}} \right| \to 0.
\]
Hence, for large \( K \), we will have \( \mu_{i_0}^* \left| \frac{\sqrt{K}}{\mu_{i_0}^* K + c \sqrt{K}} \right| < \hat{\eta} \), which implies for large \( K \),
\[
G(K) \leq - |x_{i_0}[t] - x_{i_0}^*| \left( \mu_{i_0}^* \left| \frac{\sqrt{K}}{\mu_{i_0}^* K + c \sqrt{K}} \right| + \frac{B_d}{|x_{i_0}[t] - x_{i_0}^*|} \right).
\]
So by choosing a sufficiently large \( c \) that is independent of \( K \), we can find a positive constant \( \delta \) and \( \hat{K} \) such that for any \( K \geq \hat{K} \)
\[
G(K) \leq - \frac{\delta}{\sqrt{K}} |x_{i_0}[t] - x_{i_0}^*| \leq - \frac{\delta_d}{\sqrt{K}} \|x[t] - x^*\|,
\]
where $\delta_d = \delta / \sqrt{n}$.

Next, we consider (12). It is the case where the arrivals are upper-bounded by $A$. We will show that as $K$ increases,

$$\left\{ \frac{\alpha_i K}{x_i[t-T_i]} \right\}^M - \left\{ \frac{\alpha_i K}{x_i[t]} \right\}^M$$

will decrease.

We will use Figure 2 to prove our result. We know that $\alpha_i K / y$ is convex in $y$, so

$$f(y) = \left\{ \frac{\alpha_i K}{y} \right\}^M$$

is as shown in Figure 2, where $f(a) = M$ and $a = \alpha_i K / M$.

Now suppose $c - a = d - b = A$ and $f(a) = M$. Then for any $b$ satisfying $a < b$, we can see from the figure that $f(a) - f(c) > f(b) - f(d)$. This means that

$$\max_{x_1, x_2, x_3 - x_1 \leq A} \{ f(x_1) - f(x_2) \} = f(a) - f(c).$$

Furthermore, by assumption we have $A \geq T \bar{\eta}$, hence $|x_i[t] - x_i[t-T]| \leq A$ and

$$|f(x_i[t-T]) - f(x_i[t])| \leq f(a) - f(c) = M - \frac{\alpha_i K}{M} + A$$

$$= \frac{M^2A}{\alpha_i K + MA} < \frac{M^2A}{\alpha_i K} < \frac{M^2}{K} < \alpha_i K + MA$$

This allows us to conclude that

$$\left\{ \frac{\alpha_i K}{x_i[t-T_i]} \right\}^M - \left\{ \frac{\alpha_i K}{x_i[t]} \right\}^M < \frac{M^2A}{\alpha_i K} \frac{1}{K}.$$  \hspace{1cm} (14)

Letting $\alpha_{\min} := \min \alpha_i$, we define $\delta_0 = M^2A \alpha / \alpha_{\min}$, which satisfies

$$|\langle 9 \rangle| \leq \frac{\delta_0}{K} \| x[t] - x^* \|. $$

Finally, we consider the complement of $\chi'[0]$, which is denoted as $\chi'[0^+]$, and derive inequality (13). In this case the arrivals are not upper-bounded and can be arbitrarily large. But from assumption (3), the probability of this event is very small. So we can still obtain an upper bound for

$$\sum_{i=1}^n \{ x_i[t] - x_i \} \left\{ \frac{\alpha_i K}{x_i[t]} \right\}^M - \left\{ \frac{\alpha_i K}{x_i[T]} \right\}^M .$$

Suppose $\chi_i$ occurs $(l \geq 1)$, similar to the inequality (14), we can get

$$\left\{ \frac{\alpha_i K}{x_i[T]} \right\}^M - \left\{ \frac{\alpha_i K}{x_i[T]} \right\}^M < \frac{M^2(A+l)}{\alpha_i} \frac{1}{K}$$

and

$$\sum_{i=1}^n \frac{nM^2(A+l)}{\alpha_{\min}} \frac{1}{K} p(\chi_i).$$

Now we use assumption (3), which yields

$$\sum_{i=1}^n \frac{nM^2(A+l)}{\alpha_{\min}} \frac{1}{K} p(\chi_i) \leq \sum_{i=1}^n \frac{nM^2(A+l)}{\alpha_{\min}} \frac{1}{K} p(\chi_i) \leq \sum_{i=1}^n \frac{nM^2(A+l)}{\alpha_{\min}} \frac{1}{K} p(\chi_i) \leq \frac{nM^2(\theta(h-2)}{\alpha_{\min} A^{h-2}} \frac{1}{K} = \frac{\delta_1}{K}$$

where $\delta_1 := \frac{nM^2(\theta(h-2))}{\alpha_{\min} A^{h-2}}$.

Thus we have proved that inequalities (11), (12) and (13) hold. Also, it is easy to see that $\sigma < \zeta$. Thus, when $K > 4(\bar{\delta}_0 + \delta_1)^2/\bar{\delta}_j^2$, we have (7) with $\sigma^* := \bar{\delta}_d / 2$. Furthermore, by invoking Foster’s Criterion [4, Proposition 5.3], we have that the Markov chain $\{ y[t] \}$ is positive recurrent. \hspace{1cm} $\square$

Following an argument similar to that of Theorem 2 in [6], we can show the following result.

**Theorem 3** There exists a positive constant $c$, that depends on the mean achievable rate region, the algorithm parameters $\{ \alpha_i \}$, and the first and second moments of the channel and arrival processes, such that

$$E \| x[\infty] - x^* \| \leq c \sqrt{K}$$

for large $K$, where $x[\infty]$ is an informal notation for the steady state of $x$ and $\| \cdot \|$ denotes the Euclidean distance in the $\mathbb{R}^n$. \hspace{1cm} $\square$
Now using the Markov inequality, Theorem 3 yields
\[ P\left( \frac{1}{K} \left[ x_i[\infty] - x_i^* \right] > \varepsilon \right) \leq \frac{\bar{\varepsilon}}{8 \sqrt{K}}, \]
which implies that \( \frac{x_i[\infty]}{K} \approx \frac{x_i^*}{\bar{K}} \) for large \( K \) and \( E[a_i] = \frac{\alpha_i}{K} \approx \frac{\alpha_i x_i^*}{\bar{K}} \).

So \( \mu[t] \) converges to \( \mu^* \) for large \( t \) in a probabilistic sense and the network is weighted proportionally fair according to Theorem 1.

These results allow us to conclude that even in the presence of delays, the network will achieve weighted-proportional fairness.

4 Stability for Heterogeneous Delays

In Section 3, we have seen that when \( K \) is large the network is stable. This raises the concern that the network may not be stable for small \( K \), creating the risk of operating the network in an unstable regime. But actually condition (7) is not be stable for small \( K \). This raises the concern that the network may be unstable in an unstable regime. But actually condition (7) is not be stable for small \( K \). This raises the concern that the network may be unstable in an unstable regime. But actually condition (7) is not be stable for small \( K \). This raises the concern that the network may be unstable in an unstable regime. But actually condition (7) is not be stable for small \( K \). This raises the concern that the network may be unstable in an unstable regime. But actually condition (7) is not be stable for small \( K \). This raises the concern that the network may be

\[ \text{Proof:} \text{ In this section, we will show that for any } K > 0, \text{ the Markov chain is positive recurrent. Define} \]
\[ S_{\bar{X}} := \left\{ y[t] : \sum_{i=1}^m x_i[t] \leq \bar{X} \right\}, \]
\[ J' = \left\{ \max_{i} \sum_{t=1}^n a_i[t + l] \leq A_i, \text{ for all } i \right\}. \]

Clearly, \( S_{\bar{X}} \) is a finite set. From (1), we know that the mean of the arrivals is upper-bounded. Hence for any \( \varepsilon > 0 \), there exists an \( N \) such that for all \( A_i \geq N \), we have \( P(\bar{X}') > 1 - \varepsilon \).

**Theorem 4** For any \( K > 0 \), there exists positive numbers \( \zeta, \bar{X} \) and \( \delta \) such that
\[ E[\Delta W_i(y)] \leq -\delta \sum_{i=1}^n x_i[t] I_{y \in S_{\bar{X}}} + \zeta I_{y \in S_{\bar{X}}}, \]
where \( S_{\bar{X}} \) is defined in (15). And the Markov chain \{y[t]\} is positive recurrent.

**Proof:** In this proof, we assume that \( K \) is fixed. First the finiteness of \( S_{\bar{X}} \) implies that if \( y[t] \in S_{\bar{X}} \), there exists \( 0 < \zeta < \infty \) such that \( E[\Delta W_i(y)] < \zeta \). Now, consider \( y[t] \notin S_{\bar{X}} \), which means that \( \sum_{i} x_i[t] > \bar{X} \).

We can rewrite \( E[\Delta W_i(y)] \) as
\[ E[\Delta W_i(y)|\bar{X}']p(\bar{X}') + E[\Delta W_i(y)|\bar{X}'](1 - p(\bar{X}')). \]
Let \( p(\bar{X}') = p \). In the following, we will show that
\[ E[\Delta W_i(y)|\bar{X}']p \leq \hat{C} - pK\bar{\alpha}_\min \sum_{i=1}^n x_i[t]. \]

If these inequalities hold, we have
\[ E[\Delta W_i(y)] \leq -(pK\bar{\alpha}_\min - (1 - p)M) \sum_{i=1}^n x_i[t] \]
\[ + (1 - p)B + \hat{C}. \]

Then, from (16), we know that \( P(\bar{X}') \) is strictly increasing with \( A_i \). Thus, by choosing \( A_i \) large enough, we can obtain a small \((1 - p)\) such that
\[ \frac{1}{3}pK\bar{\alpha}_\min - (1 - p)M > 0. \]

We fix \( A_i \) so that \((1 - p)B + \hat{C} \) is a constant. Thus, there exists an \( \bar{X} \) such that for \( \sum_{i} x_i[t] \geq \bar{X} \), we have
\[ \frac{1}{3}pK\bar{\alpha}_\min \bar{X} - (1 - p)B - \hat{C} \geq 0. \]

Hence there exist \( A_i \) and \( \bar{X} \) such that
\[ E[\Delta W_i(y)] \leq -\delta \sum_{i=1}^n x_i[t] I_{y \in S_{\bar{X}}} + \zeta I_{y \in S_{\bar{X}}}, \]
where \( \hat{\delta} = \frac{1}{3}pK\bar{\alpha}_\min \bar{X} \). Then, by invoking the Foster’s criterion, we can conclude that the Markov Chain is positive recurrent.

First, we will show (17). Suppose \( \bar{X}' \) occurs. Then along the lines of the proof of Theorem 1 of [6], it can be shown that there exists a \( B_d < \infty \), which is independent on \( K \) and \( x[t] \), such that
\[ E[\Delta W_i(y)|\bar{X}']p(\bar{X}') \leq pB_d \]
\[ + p \sum_{i=1}^n \Delta x_i[t] \left( \alpha_i K \left( \frac{M}{x_i[t]} \right) - \frac{\alpha_i K}{x_i[t]} \right) \]
\[ + p \sum_{i=1}^n \Delta x_i[t] \left( \alpha_i K \left( \frac{M}{x_i[t]} \right) - \frac{\alpha_i K}{x_i[t]} \right)^M. \]
Here, we need two inequalities to show that (17) holds. The first one is
\[
(20) \leq -pK \sum_{i=1}^{n} \alpha_i \left( \frac{x_i[t]}{x_i^*} - 2 \right).
\] (22)
And the second one is
\[
(21) \leq pK \sum_{i=1}^{n} \alpha_i + pM \sum_{i=1}^{n} x_i^* + pnMA_i,
\] (23)
If both of them hold, we can define
\[
\hat{\mathcal{C}} = pB_d + 3pK \sum_{i=1}^{n} \alpha_i + pM \sum_{i=1}^{n} x_i^* + pnMA_i,
\]
and \(pB_d + (22) + (23)\) yields (17). To prove (22), we re-arrange the index such that for users \(i = 1, \ldots, \hat{n}\), \(x_i[t] > x_i^*\), which implies \(\left\{ \frac{\alpha_i K}{x_i[t]} \right\}^M = \frac{\alpha_i K}{x_i^*} \). Notice that for \(i = 1, \ldots, \hat{n}\),
\[
(x_i[t] - x_i^*) \left( \left\{ \frac{\alpha_i K}{x_i[t]} \right\}^M - \left\{ \frac{\alpha_i K}{x_i^*} \right\}^M \right) \leq 0,
\]
so we have
\[
(20) \leq p \sum_{i=1}^{\hat{n}} (x_i[t] - x_i^*) \left( \frac{\alpha_i K}{x_i[t]} - \frac{\alpha_i K}{x_i^*} \right) \leq -pK \sum_{i=1}^{\hat{n}} \alpha_i \left( \frac{x_i[t]}{x_i^*} - 2 \right).
\]
Since \(1 - \frac{x_i[t]}{x_i^*} \geq 0\) for any \(i = \hat{n} + 1, \ldots, n\), we have
\[
(20) \leq -pK \sum_{i=1}^{n} \alpha_i \left( \frac{x_i[t]}{x_i^*} - 2 \right).
\]
Next, we show (23). Define
\[
\Delta X_i = (x_i[t] - x_i^*) \left( \left\{ \frac{\alpha_i K}{x_i[t - T_i]} \right\}^M - \left\{ \frac{\alpha_i K}{x_i^*} \right\}^M \right).
\]
If \(x_i[t] \leq x_i^*\), then
\[
|\Delta X_i| \leq Mx_i^*.
\] (24)
Otherwise, if \(x_i[t] > x_i^*\), and if \(x_i[t - T_i] > x_i[t]\), then
\[
|\Delta X_i| \leq 0.
\] (25)
If instead \(x_i[t] > x_i[t - T_i]\) and \(x_i[t] > x_i^*\), then
\[
|\Delta X_i| \leq (x_i[t - T_i] + A_x) \left( \left\{ \frac{\alpha_i K}{x_i[t - T_i]} \right\}^M \right.
\]
\[
= x_i[t - T_i] \left( \left\{ \frac{\alpha_i K}{x_i[t - T_i]} \right\}^M + A_x \left\{ \frac{\alpha_i K}{x_i[t - T_i]} \right\}^M \right)
\]
which implies
\[
|\Delta X_i| \leq \alpha_i K + MA_i.
\] (26)
From (24), (25) and (26), we can conclude that (23) holds. Combining this with (22), we managed to show that (17) holds.

Finally, we consider the event \(\chi_0^c\) and show (18). In this case we can write
\[
E[\Delta W_i(y)|\chi_0^c](1 - p(\chi_0)) \leq (1 - p)B_d + (1 - p) \sum_{i=1}^{n} \Delta X_i
\]
\[
\leq (1 - p) \left( M \sum_{i=1}^{n} x_i[t] + B_d \right),
\]
which proves that (18) holds.

Now that we have shown that both (17) and (18) holds, we can conclude that the Markov chain \(\{y[t]\}\) is positive recurrent for any \(K > 0\).

\[\square\]

5 Simulations

In this section, we study the performance properties of the system in the presence of feedback delays through simulations. For this purpose, we consider 10 users with asymmetric channel conditions. The number of packets that can be served for user \(i\) in a given slot is assumed to be Poisson distributed with mean \((0.4 + i \times 0.1)\) for \(i = 1, \ldots, 10\). The distribution of the arrivals to each buffer is also assumed to be Poisson distributed with the time-varying mean determined by the congestion control mechanism described in Section 2.

We take \(M = 100\) and \(\alpha_i = 1\) for all \(i\) throughout the simulations. As a representative case, we will be studying the queue-length evolution of the first queue with varying delay and \(K\) parameters. Recall that, the larger the \(K\) parameter, the closer the corresponding resource allocation to the weighted-proportionally fair allocation. In Figure 3, we take \(K = 100\) and the buffers are assumed to be empty at the beginning of time; i.e., \(x_i[0] = 0\) for all \(i\). We plot the \(x_1[t]\) for different values of the delay parameter \(T_1\). We observe that in this scenario, the delay causes a significant shift in the transients of the evolution. However, as our theoretical analysis suggests, the equilibrium point is eventually reached in each case. The convergence takes longer as the delay increases.

Next, we change the initial buffer occupancy levels to 1000 for each queue while keeping \(K\) intact. The resulting
queue-length level of the first buffer is plotted in Figure 4. In this case, we observe that even the transients do not differ by much when \( T_1 \) varies between 0 and 1000. This is due to the fact that the delayed and delay-free version of the queue-length will not cause a huge difference in the arrival rates to the queue.

Finally, we note that the choice of \( K \) is also a key parameter in the transient behavior. To show this, we keep the initial queue-length levels the same with the previous simulation (i.e., \( x_i[0] = 1000 \) for all \( i \)), but change \( K \) to 1000 from 100. Notice that this modification will also shift the equilibrium point up. We observe in Figure 5 that the queue-length evolution is inseparable for \( T_1 \) values between 0 and 100, however, there is a discernable difference when we increase \( T_1 \) to 1000. The difference is much more drastic when we further increase it to 10000.

We note that for a typical cellular network, the duration of a time slot is roughly 1 msec. And the Round-Trip-Time experienced in the Internet varies between 1 msec and 10000 msecs, with its bulk being centered around 100 msecs [1]. Thus, a typical value for \( T_i \) would be 100. Our simulations suggest that if the initial buffer occupancies are not very small, the effect of feedback delay on a typical internet session will be very insignificant. However, if the delay exceeds a certain point, the delay will start to influence the transient behavior.

6 Conclusion

In this paper, we have shown that the algorithm (4) and (5) is stable even in the existence of heterogeneous delays. Furthermore, we proved that for large \( K \), the network will achieve weighted-proportional fair allocation. When delays are not negligible, our result reaffirms the conclusion in [6] that the combination of queue-length-based scheduling and congestion control is a good distributed fair and stabilizing resource allocation scheme.
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