Throughput-Optimal Opportunistic Scheduling in the Presence of Flow-Level Dynamics

I. INTRODUCTION

Multiuser scheduling is one of the core challenges in wireless communications. Due to channel fading and wireless interference, scheduling algorithms need to dynamically allocate resources based on both the demands of the users and the channel states to maximize network throughput. The celebrated MaxWeight algorithm developed in [2] for exploiting channel variations works as follows. Consider a network with a single base station and $n$ users, and further assume that the base station can transmit to only one user in each time slot. The MaxWeight algorithm computes the product of the queue length and current channel rate for each user, and chooses to transmit to that user which has the largest product; ties can be broken arbitrarily. The throughput-optimality property of the MaxWeight algorithm was first established in [2], and the results were later extended to more general channel and arrival models in [3]–[5]. The MaxWeight algorithm should be contrasted with other opportunistic scheduling such as [6], [7] which exploit channel variations to allocate resources fairly assuming continuously backlogged users, but which are not throughput-optimal when the users are not continuously backlogged.

While the results in [2]–[4] demonstrate the power of MaxWeight-based algorithms, they were obtained under the assumptions that the number of users in the network is fixed and the traffic flow generated by each user is long-lived, i.e., each user continually injects new bits into the network. However, practical networks have flow-level dynamics: users arrive to transmit data and leave the network after the data are fully transmitted. In a recent paper [1], the authors showed that the MaxWeight algorithm is in fact not throughput optimal in networks with flow-level dynamics by providing a clever example showing the instability of the MaxWeight scheduling. The intuition is as follows: if a long-lived flow does not receive enough service, its backlog builds up, which forces the MaxWeight scheduler to allocate more service to the flow. This interaction between user backlogs and scheduling guarantees the correctness of the resource allocation. However, if a flow has only a finite number of bits, its backlog does not build up over time and it is possible for the MaxWeight to stop serving such a flow and thus, the flow may stay in the network forever. Thus, in a network where finite-size flows continue to arrive, the number of flows in the network could increase to infinity. One may wonder why flow-level instability is important since, in real networks, base stations limit the number of simultaneously active flows in the network by rejecting new flows when the number of existing flows reaches a threshold. The reason is that, if a network model without such upper limits is unstable in the sense that the number of flows grows unbounded, then the corresponding real network with an upper limit on the number of flows will experience high flow blocking rates. This fact is demonstrated in our simulations later.

In [1], the authors addressed this instability issue of MaxWeight-based algorithms, and established necessary and sufficient conditions for the stability of networks with flow-level dynamics. The authors also proposed throughput-optimal scheduling algorithms. However, as the authors mentioned in [1], the proposed algorithms require prior knowledge of channel distribution and traffic distribution, which is difficult and sometimes impossible to obtain in practical systems, and further, the performance of the proposed algorithms is also not ideal.

Since flow arrivals and departures are common in reality, we are interested in developing practical scheduling algorithms that are throughput-optimal under flow-level dynamics. We consider a wireless system with a single base station and multiple users (flows). The network contains both long-lived flows, which keep injecting bits into the network, and short-lived flows, which have a finite number of bits to transmit. The main contributions of this paper include the following:

- We obtain the necessary conditions for flow-level stability of networks with both long-lived flows and short-lived flows. This generalizes the result in [1], where only short-lived flows are considered.
- We propose a simple algorithm for networks with short-lived flows only. Under this algorithm, each flow keeps track of the best channel condition that it has seen so far.
Each flow whose current channel condition is equal to the best channel condition that it has seen during its lifetime is eligible for transmission. It is shown that an algorithm which uniformly and randomly chooses a flow from this set of eligible flows for transmission is throughput-optimal. Note that the algorithm is a purely opportunistic algorithm in that it selects users for transmission when they are in the best channel state that they have seen so far, without considering their backlogs.

- Based on an optimization framework, we propose to use the estimated workload, the number of time slots required to transmit the remainder of a flow based on the best channel condition seen by the flow so far, to measure the backlog of short-lived flows. By comparing this short-lived flow backlog to the queue lengths and channel conditions of the long-lived flows, we develop a new algorithm, named workload-based scheduling with learning, which is throughput-optimal under flow-level dynamics. The term "learning" refers to the fact that the algorithm learns the best channel condition for each short-lived flow and attempts to transmit when the channel condition is the best.

- We use simulations to evaluate the performance of the proposed scheduling algorithm, and observe that the workload-based scheduling with learning performs significantly better than the MaxWeight scheduling in various settings.

The terminology of long-lived and short-lived flows above has to be interpreted carefully in practical situations. In practice, each flow has a finite size and thus, all flows eventually will leave the system if they receive sufficient service. Thus, all flows are short-lived flows in reality. Our results suggest that transmitting to users who are individually in their best estimated channel state so far is thus, throughput optimal. On the other hand, it is also well known that real network traffic consists of many flows with only a few packets and a few flows with a huge number of packets. If one considers the time scales required to serve the small-sized flows, the large-sized flows will appear to be long-lived (i.e., persistent forever) in the terminology above. Thus, if one is interested in performance over short time-scales, an algorithm which considers flows with a very large number of packets as being long-lived may lead to better performance and hence, we consider the more general model which consists of both short-lived and long-lived flows. Our simulations in [12] confirm the fact that the algorithm which treats some flows are being long-lived leads to better performance although throughput-optimality does not require such a model. In addition, long-lived flows partially capture the scenario where all bits from a flow do not arrive at the base station all at once. This fact is also exploited in our simulation experiments.

II. BASIC MODEL

Network Model: We consider a discrete-time wireless downlink network with a single base station and many flows, each flow associates with a distinct mobile user. The base station can serve only one flow at a time.

Traffic Model: The network consists of the following two types of flows:

- **Long-lived flows:** Long-lived flows are traffic streams that are always in the network and continually generate bits to be transmitted.

- **Short-lived flows:** Short-lived flows are flows that have a finite number of bits to transmit. A short-lived flow enters the network at a certain time, and leaves the system after all bits are transmitted.

We assume that the set of long-lived flows is fixed, and short-lived flows arrive and depart. We let $l$ be the index for long-lived flows, $\mathcal{L}$ be the set of long-lived flows, and $L$ be the number of long-lived flows, i.e., $L = |\mathcal{L}|$. Furthermore, we let $X_l(t)$ be the number of new bits injected by long-lived flow $l$ in time slot $t$, where $X_l(t)$ is a discrete random variable with finite support, and independently and identically distributed (i.i.d.) across time slots. We also assume $\mathbb{E}[X_l(t)] = x_l$ and $X_l(t) \leq X_{\text{max}}$ for all $l$ and $t$.

Similarly, we let $i$ be the index for short-lived flows, $\mathcal{I}(t)$ be the set of short-lived flows in the network at time $t$, and $I(t)$ be the number of short-lived flows at time $t$, i.e., $I(t) = |\mathcal{I}(t)|$. We denote by $f_i$ the size (total number of bits) of short-lived flow $i$, and assume $f_i \leq F_{\text{max}}$ for all $i$.

It is important to note that we allow different short-lived flows to have different maximum link rates. A careful consideration of our proofs will show the reader that the learning algorithm is not necessary if all users have the same maximum rate and that one can simply transmit to the user with the best channel state if it is assumed that all users have the same maximum rate. However, we do not believe that this is a very realistic scenario since SNR variations will dictate different maximum rates for different users.

Residual Size and Queue Length: For a short-lived flow $i$, let $Q_i(t)$, which we call the residual size, denote the number of bits still remaining in the system at time $t$. For a long-lived flow $l$, let $Q_l(t)$ denote the number of bits stored at the queue at the base station.

Channel Model: There is a wireless link between each user and the base station. Denote by $R_i(t)$ the state of the link between short-lived flow $i$ and the base station at time $t$ (i.e., the maximum rate at which the base station can transmit to short-lived flow $i$ at time $t$), and $R_l(t)$ the state of the link between long-lived flow $l$ and the base station at time $t$. We assume that $R_i(t)$ and $R_l(t)$ are discrete random variables with finite support. Define $R_{i,\text{max}}$ and $R_{l,\text{max}}$ to be the largest values that these random variables can take, i.e., $\Pr(R_j(t) > R_{j,\text{max}}) = 0$ for each $j \in \mathcal{L} \cup (\bigcup I(t))$. Further, assume that there exist $p_{s,\text{max}} > 0$ and $R_{\text{max}} > 0$ such that

$$\Pr(R_i(t) = R_{i,\text{max}}) \geq p_{s,\text{max}} \quad \forall i, t$$

$$\max \{\max_i R_{i,\text{max}}, \max_l R_{l,\text{max}}\} \leq R_{\text{max}}.$$
distributed across flows). The independence assumption across time slots can be relaxed easily but at the cost of more complicated proofs.

III. WORKLOAD-BASED SCHEDULING WITH LEARNING

In this section, we introduce a new scheduling algorithm called Workload-based Scheduling with Learning (WSL).

**Workload-based Scheduling with Learning:** For a short-lived flow $i$, we define

\[ R_i^{\max}(t) = \max_{\max(t-D, b_i) \leq s \leq t} R_i(s), \]

where $b_i$ is the time short-lived flow $i$ joins the network and $D$ is called the learning period. A key component of this algorithm is to use $R_i^{\max}$ to evaluate the workload of short-lived flows (the reason will be explained in a detail in Section V). However, $R_i^{\max}$ is in general unknown, so the scheduling algorithm uses $\tilde{R}_i^{\max}(t)$ as an estimate of $R_i^{\max}$.

During each time slot, the base station first checks the following inequality:

\[ \alpha \sum_{i \in \mathcal{I}(t)} \left[ \frac{Q_i(t)}{R_i^{\max}(t)} \right] > \max_{l \in \mathcal{L}} Q_l(t) R_l(t), \tag{1} \]

where $\alpha > 0$.

- If inequality (1) holds, then the base station serves a short-lived flow as follows: if at least one short-lived flow (say flow $i$) satisfies $R_i(t) \geq Q_i(t)$ or $R_i(t) = R_i^{\max}(t)$, then the base station uniformly and randomly selects such a flow for transmission; otherwise, the base station picks an arbitrary short-lived flow to serve. Simply stated, the algorithm serves one of the flows which can be completely transmitted or sees its best channel state, where the best channel state is an estimate based on past observations. If no such flow exists, any flow can be served. We do not separately prove the throughput optimality of this scenario since it is a special case of the scenario considered here. But it is useful to note that, in the case of short-lived flows only, the algorithm does not consider backlogs at all in making scheduling decisions.

We will prove that WSL (with any $\alpha > 0$) is throughput-optimal in the following sections, i.e., the scheduling policy can support any set of traffic flows that are supportable by any other algorithm. In the next section, we first present the necessary conditions for the stability, which also define the network throughput region.

IV. NECESSARY CONDITIONS FOR STABILITY

In this section, we establish the necessary conditions for the stability of networks with flow-level dynamics. To get the necessary conditions, we need to classify the short-lived flows into different classes:

- A short-lived flow class is defined by a pair of random variables $(\tilde{R}, \tilde{F})$. Class-$k$ is associated with random variables $\tilde{R}_k$ and $\tilde{F}_k$. A short-lived flow $i$ belongs to class $k$ if $R_i(t)$ has the same distribution as $\tilde{R}_k$ and the size of flow $i$ ($f_i$) has the same distribution as $\tilde{F}_k$. We let $\Lambda_k(t)$ denote the number of class-$k$ flows joining the network at time $t$, where $\Lambda_k(t)$ are i.i.d. across time slots and $E[\Lambda_k(t)] = \lambda_k$. Denote by $\mathcal{K}$ the set of distinct classes. We assume that $\mathcal{K}$ is finite, $|\mathcal{K}| = K$, and $\Lambda_k(t) \leq \lambda_k^{\max}$ for all $t$ and $k \in \mathcal{K}$.

- Let $c$ denote an $L$-dimensional vector describing the state of the channels of the long-lived flows. In state $c$, $R_{c,l}$ is the service rate that long-lived flow $l$ can receive if it is scheduled. We denote by $\mathcal{L}$ the set of all possible states.

- Let $\mathcal{C}(t)$ denote the state of the long-lived flows at time $t$, and $\pi_c$ denote the probability that $\mathcal{C}(t)$ is in state $c$.

- Let $P_{c,l} \in \mathcal{L}$ be the probability that the base station serves flow $l$ when the network is in state $c$. Clearly, for any $c$, we have $\sum_{l \in \mathcal{L}} P_{c,l} \leq 1$. Note that the sum could be less than 1 if the base station schedules a short-lived flow in this state.

- Let $\mu_{c,s}$ be the probability that the base station serves a short-lived flow when the network is in state $c$.

- Let $\Theta_{k,\beta}(t)$ denote the number of short-lived flows that belong to class-$k$ and have residual size $Q(t) = \beta$. Note that $\beta$ can only take on a finite number of values.

**Theorem 1:** Consider traffic parameters $\{x_i\}$ and $\{\lambda_k\}$, and

Remark 3: If all flows are short-lived, then the algorithm simplifies as follows: If at least one short-lived flow (say flow $i$) satisfies $R_i(t) \geq Q_i(t)$ or $R_i(t) = R_i^{\max}(t)$, then the base station uniformly and randomly selects such a flow for transmission; otherwise, the base station picks an arbitrary short-lived flow to serve. Simply stated, the algorithm serves one of the flows which can be completely transmitted or sees its best channel state, where the best channel state is an estimate based on past observations. If no such flow exists, any flow can be served. We do not separately prove the throughput optimality of this scenario since it is a special case of the scenario considered here. But it is useful to note that, in the case of short-lived flows only, the algorithm does not consider backlogs at all in making scheduling decisions.

2We use $\wedge$ to indicate that the notation is associated with a class of short-lived flows instead of an individual short-lived flow.
suppose that there exists a scheduling policy guaranteeing
\[
\lim_{t \to \infty} E \left[ \sum_{i \in L} Q_i(t) + \sum_{k \in K} \sum_{\beta = 1}^{\mu_{\beta}} \Theta_{k,\beta}(t) \right] < \infty.
\]
Then there exist \( p_{e,l} \) and \( \mu_{e,s} \) such that the following inequalities hold:
\[
\begin{align*}
x_l &\leq \sum_{e \in C} \pi_e p_{e,l} R_{e,l} & \forall l \in L \quad (2) \\
\sum_{k \in K} \lambda_k E \left[ \left[ \frac{\hat{F}_k}{R^\text{max}_k} \right] \right] &\leq \sum_{e \in C} \mu_{e,s} \pi_e \quad (3) \\
\left( \sum_{l \in L} p_{e,l} \right) + \mu_{e,s} &\leq 1 \quad \forall e \in C. \quad (4)
\end{align*}
\]

Inequality (2) and (3) state that the service allocated should be no less than the user requests if the flows are supportable. Inequality (4) states that the overall time used to serve long-lived and short-lived flows should be no more than the time available. The complete proof is based on the Strict Separation Theorem and is along the lines of a similar proof in [4].

V. THROUGHPUT OPTIMALITY OF WSL

First, we provide some intuition into how one can derive the WSL algorithm from optimization decomposition considerations. Then, we will present our main throughput optimality results. Given traffic parameters \( \{x_l\} \) and \( \{\lambda_k\} \), the necessary conditions for the supportability of the traffic is equivalent to the feasibility of the following constraints:
\[
\begin{align*}
x_l &\leq \sum_{e \in C} \pi_e p_{e,l} R_{e,l} & \forall l \in L \\
\sum_{k \in K} \lambda_k E \left[ \left[ \frac{\hat{F}_k}{R^\text{max}_k} \right] \right] &\leq \sum_{e \in C} \mu_{e,s} \pi_e \\
\left( \sum_{l \in L} p_{e,l} \right) + \mu_{e,s} &\leq 1 \quad \forall e \in C. \quad (5)
\end{align*}
\]

For convenience, we view the feasibility problem as an optimization problem with the objective \( \max A \), where \( A \) is some constant. While we have not explicitly stated that the \( x \)'s and \( \mu \)'s are non-negative, this is assumed throughout.

Partially augmenting the objective using Lagrange multipliers, we get
\[
\max A - \sum_{i \in L} q_i (x_l - \sum_{e \in C} \pi_e p_{e,l} R_{e,l}) - q_s \left( \sum_{k \in K} \lambda_k E \left[ \left[ \frac{\hat{F}_k}{R^\text{max}_k} \right] \right] - \sum_{e \in C} \mu_{e,s} \pi_e \right) \\
\text{s.t.} \quad \sum_{l \in L} p_{e,l} + \mu_{e,s} &\leq 1 \quad \forall e.
\]

For the moment, let us assume Lagrange multipliers \( q_i \) and \( q_s \) are given. Then the maximization problem above can be decomposed into a collection of optimization problems, one for each \( e \):
\[
\max_{p_{e,l}, \mu_{e,s}} \sum_{i \in L} q_i R_{e,i} p_{e,l} + q_s \mu_{e,s} \\
\text{s.t.} \quad \sum_{l \in L} p_{e,l} + \mu_{e,s} &\leq 1.
\]

It is easy to verify that one optimal solution to the optimization problem above is:
- if \( q_s > \max_{i \in L} q_i R_{e,i} \), then \( \mu_{e,s} = 1 \) and \( p_{e,l} = 0 \) \((\forall l)\);
- otherwise, \( \mu_{e,s} = 0 \), and \( p_{e,l} = 1 \) for some \( l^* \in \arg \max q_i R_{e,i} \) and \( p_{e,l} = 0 \) for other \( l \).

The complementary slackness conditions give
\[
q_l \left( x_l - \sum_{e \in C} \pi_e p_{e,l} R_{e,l} \right) = 0.
\]
Since \( x_l \) is the mean arrival rate of long-lived flow \( l \) and \( \sum_{e \in C} \pi_e p_{e,l} R_{e,l} \) is the mean service rate, the condition on \( q_l \) says that if the mean arrival rate is less than the mean service rate, \( q_l \) is equal to zero. Along with the non-negativity condition on \( q_l \), this suggests that perhaps \( q_l \) behaves like a queue with these arrival and service rates. Indeed, it turns out that the mean of the queue lengths is proportional to Lagrange multipliers (see the surveys in [8]–[10]). For long-lived flow \( l \), we can treat the queue-length \( Q_i(t) \) as a time-varying estimate of Lagrange multiplier \( q_l \). Similarly \( q_s \) can be associated with a queue whose arrival rate is \( \sum_{k \in K} \lambda_k E \left[ \left[ \frac{\hat{F}_k}{R^\text{max}_k} \right] \right] \), which is the mean rate at which workload arrives where workload is measured by the number of slots needed to serve a short-lived flow if it is served when its channel condition is the best. The service rate is \( \sum_{e \in C} \mu_{e,s} \pi_e \) which is the rate at which the workload can potentially decrease when a short-lived flow is picked for scheduling by the base station. Thus, the workload in the system can serve as a dynamic estimate of \( q_s \).

Letting
\[
W_s(t) = \left( \sum_{i \in I(t)} \frac{Q_i(t)}{R^\text{max}_i} \right)
\]
and \( \alpha W_s(t) (\alpha > 0) \) be an estimate of \( q_s \), the observations above suggest the following workload-based scheduling algorithm if \( R^\text{max}_i \) are known.

Workload-based Scheduling (WS): During each time slot, the base station checks the following inequality:
\[
\alpha W_s(t) > \max_{i \in L} Q_i(t) R_i(t).
\]

- If inequality (6) holds, then the base station serves a short-lived flow as follows: if at least one short-lived flow (say flow \( i \)) satisfies \( R_i(t) \geq Q_i(t) \) or \( R_i(t) = R^\text{max}_i \), then such a flow is selected for transmission (ties are broken arbitrarily); otherwise, the base station picks an arbitrary short-lived flow to serve.
- If inequality (6) does not hold, then the base station serves a long-lived flow \( l^* \) such that \( l^* \in \arg \max_{i \in L} Q_i(t) R_i(t) \) (ties are broken arbitrarily).
- The factor \( \alpha \) can be obtained from the optimization formulation by multiplying constraint (5) by \( \alpha \) on both sides.

However, this algorithm which was directly derived from dual decomposition considerations is not implementable since \( R^\text{max}_i \)’s are unknown. So WSL uses \( R^\text{max}_i(t) \) to approximate \( R^\text{max}_i \). Note that an inaccurate estimate of \( R^\text{max}_i \) not only
affects the base station’s decision on whether $R_i(t) = R_i^{\text{max}}$, but also on its computation of $\frac{Q_i(t)}{R_i^{\text{max}}}$. However, it is not difficult to see that the error in the estimate of the total workload is a small fraction of the total workload when the total workload is large. When the workload is very large, the total number of short-lived flows is large since their file sizes are bounded. Since the arrival rate of short-lived flows is also bounded, this further implies that the majority of short-lived flows must have arrived a long time ago, which means that with high probability, their estimate of their best channel conditions must be correct.

Next we will prove that both WS and WSL can stabilize any traffic $x_l$ and $\lambda_k$ such that $(1 + \epsilon)x_l$ and $(1 + \epsilon)\lambda_k$ are supportable, i.e., satisfying the conditions presented in Theorem 1. In other words, the number of short-lived flows in the network and the queues for long-lived flows are all bounded.

**Theorem 2:** Given any traffic $x_l$ and $\lambda_k$ such that $(1 + \epsilon)x_l$ and $(1 + \epsilon)\lambda_k$ are supportable, we have $\lim_{t \to \infty} E[\sum_{i \in L} Q_i(t) + \sum_{i \in I} Q_i(t)] < \infty$ under WS.

We skip the proof details due to space constraints. Interested readers can find the details in [12]. Drift conditions obtained as a part of this proof will be used to establish the stability of WSL (see equations (16) and (17) in the appendix).

We next study WSL, where $R_i^{\text{max}}$ is estimated from the history. We define $\Theta_{k, \beta, r}(t)$ to be the number of short-lived flows that belong to class-$k$, have a residual size of $\beta$, and have $R_i^{\text{max}}(t) = r$. Furthermore, we define

$$\dot{M}(n) = \left\{ (Q_i(t))_{i \in L}, \{\Theta_{k, \beta, r}(t)\}_{1 \leq \beta \leq R_k^{\text{max}}, 1 \leq r \leq R_{k, \text{max}}^\text{max}} \right\}_{(n-1)T + 1 \leq t \leq nT}$$

from some $T \geq D$. It is easy to see that $\dot{M}(n)$ is a finite-dimensional Markov chain under WSL.

**Theorem 3:** Given any traffic $x_l$ and $\lambda_k$ such that $(1 + \epsilon)x_l$ and $(1 + \epsilon)\lambda_k$ are supportable, there exists $D_s$ such that the Markov chain $\dot{M}(n)$ is positive-recurrent under any WSL with learning period $D \geq D_s$, and $\lim_{t \to \infty} E[\sum_{i \in L} Q_i(t) + \sum_{i \in I} Q_i(t)] < \infty$ under WSL.

The proof is presented in the appendix.

VI. SIMULATIONS

In this section, we use simulations to evaluate the performance of WSL and compare it to other scheduling policies. There are two types of flows used in the simulations:

- **S-flow:** An S-flow has a finite size, generated from a truncated exponential distribution with mean value 30 and maximum value 150. Non-integer values are rounded to integers.
- **L-flow:** An L-flow keeps injecting bits into the network and never leaves the network. The number of bits generated at each time slot follows a Poisson distribution with mean value 1.

Here S-flows represent short-lived flows that have finite sizes and whose bits arrive all at once, and L-flows represent long-lived flows that continuously inject bits and never leave the network.

We assume that the channel between each user and the base station is distributed according to one of the following two distributions:

- **G-link:** A G-link has five possible link rates \{10, 20, 30, 40, 50\}, and each of the states happens with probability 20%.
- **P-link:** A P-link has five possible link rates \{5, 10, 15, 20, 25\}, and each of the states happens with probability 20%.

The G and P stand for Good and Poor, respectively. In [12], we present more simulations with other channel state distributions as well. We set $\alpha = 50$ and $D = 16$ in our simulations.

In the introduction, we have pointed out that the MaxWeight is not throughput optimal under flow-level dynamics because the backlog of a short-lived queue does not build up even when it has not being served for a while. To overcome this, one could try to use the delay of the head-of-line packet, instead of queue-length, as the weight because the head-of-line delay will keep increasing if no service is received. In the case of long-lived flows only, this algorithm is known to be throughput-optimal [4]. We will show that this Delay-based scheduling does not solve the instability problem when there are short-lived flows.

**Delay-based Scheduling:** At each time slot, the base station selects a flow $i$ such that $i \in \arg \max_{i \in L} D_i(t)R_i(t)$, where $D_i(t)$ is the delay experienced so far by the head-of-line packet of flow $i$.

**Simulation I: Performance comparison of various algorithms**

We first consider the case where all flows are S-flows, which arrive according to a truncated Poisson process with maximum value 100 and mean $\lambda$. An S-flow is assigned a G-link or a P-link equally likely.

Figure 1 shows the average file-transfer delay and average number of S-flows under different values of $\lambda$. We can see that WSL performs significantly better than the MaxWeight and Delay-based algorithms. Specifically, under MaxWeight and Delay-based algorithms, both the number of S-flows and file-transfer delay explode when $\lambda \geq 0.102$. WSL, on the other hand, performs well even when $\lambda = 0.12$.

Next, we consider the same scenario with three L-flows in the network. Two of the L-flows have G-links and one has a P-link. Figure 2 shows the number of short-lived flows and file-transfer delay under different values of $\lambda$. We can see that the MaxWeight becomes unstable even when the arrival rate of S-flows is very small. This is because the MaxWeight stops serving S-flows when the backlogs of F-flows are large, so S-flows stay in the network forever. The delay-based scheduling performs better than the MaxWeight, but significantly worse than WSL.
flows are already in the network. In this setting, the number of flows in the network is finite, so we compute the blocking probability, i.e., the fraction of S-flows rejected by the base station.

We consider the case where no long-lived flow is in the network and the case where both short-lived and long-lived flows are present in the network. The flows and channels are selected as in Simulation II. The results are shown in Figure 3 and 4. We can see that the blocking probability under WSL is substantially smaller than that under the MaxWeight or delay-based scheduling. Thus, this simulation demonstrates that instability under the assumption when the number of flows is allowed to unbounded implies high blocking probabilities for the practical scenario when the base station limits the number of flows in the network.

**VII. Conclusions**

In this paper, we studied multiuser scheduling in networks with flow-level dynamics. We first obtained necessary conditions for flow-level stability of networks with both long-lived flows and short-lived flows. Then based on an optimization framework, we proposed the workload-based scheduling with learning that is throughput-optimal under flow-level dynamics and requires no prior knowledge about channels and traffic. In the simulations, we evaluated the performance of the proposed scheduling algorithms, and demonstrated that the proposed algorithm performs significantly better than the MaxWeight algorithm and the Delay-based algorithm in various settings.
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**Appendix A: Proof of Theorem 3**

Define $\mathcal{E}_{\text{miss}}(t)$ to be the event such that the tie-breaking rule selects a short-lived flow with $R_i(t) \neq R_i^{\text{max}}$. We first introduce the following lemma which states $\mathcal{E}_{\text{miss}}(t)$ occurs with a small probability when the workload is large.

**Proposition 4:** Given any $\epsilon < 0$, there exist $N_{\epsilon}$ and $D_{\epsilon}$ such that conditioned on $D \geq D_{\epsilon}$ and $W_s(t - D) \geq N_{\epsilon}$, $\Pr(\mathcal{E}_{\text{miss}}(t)) \leq \epsilon$ under the WSL.

The intuition behind the proof of this lemma is the following: if the workload of short-lived flows is large, then the number of short-lived flows must have arrived a long time ago which means that the estimate of their individual best channel state must be correct with high probability. We skip the details which can be found in [12].

Consider the network that is operated under WSL, and define $\mathcal{H}(t)$ to be

$$\mathcal{H}(t) \triangleq \left\{ Q_i(t), R_i(t), Q_i(t), R_i(t), \hat{R}_i^{\text{max}} \right\}.$$ 

Now given $\mathcal{H}(t)$, we define the following notations:

- Define $\mu_{2;i}(t) = R_i(t)$ if flow $i$ is selected by WSL, and $\mu_{2;i}(t) = 0$ otherwise.
- Define $\mu_{2;i}(t) = 1$ if flow $i$ is selected by WSL and the workload of flow $i$ can be reduced by one, and $\mu_{2;i}(t) = 0$ otherwise.
- Define $\mu_{1;i}(t) = R_i(t)$ if flow $i$ is selected by WS, and $\mu_{1;i}(t) = 0$ otherwise.
- Define $\mu_{1;i}(t) = 1$ if flow $i$ is selected by WS and the workload of flow $i$ can be reduced by one, and $\mu_{1;i}(t) = 0$ otherwise.

We remark that $\mu_{2;j}(t)$ is the action selected by the base station at time $t$ under WSL and $\mu_{1;j}(t)$ is the action selected by the base station at time $t$ under WS, assuming the same history $\mathcal{H}(t)$. We define

$$A_s(t) = \sum_{k \in K} \sum_{i=1}^{\Lambda_k(t)} \left[ \frac{f_i}{R_i^{\text{max}}} \right],$$

which is the amount of new workload (from short-lived flows) injected in the network at time $t$, and $A_s(t)$ to be the decrease of the workload at time $t$, i.e., $\mu_s(t) = 1$ if the workload of short-lived flows is reduced by one and $\mu_s(t) = 0$ otherwise. Based on the notations above, the evolution of short-lived flows can be described as:

$$W_s(t + 1) = W_s(t) + A_s(t) - \mu_s(t).$$

Further, the evolution of $Q_i(t)$ can be described as

$$Q_i(t + 1) = Q_i(t) + X_i(t) - \mu_i(t) + u_i(t),$$

where $\mu_i(t)$ is the decrease of $Q_i(t)$ due to the service long-lived flow $l$ receives at time $t$, and $u_i(t)$ is the unused service due to the lack of data in the queue. We further define

$$\bar{\lambda} = \sum_{k \in K} \lambda_k E \left[ \left[ \frac{\hat{F}_k}{R_k^{\text{max}}} \right] \right],$$

where $\hat{R}_k^{\text{max}}$ is the largest achievable link rate of class-$k$ short-lived flows.

We define the Lyapunov function to be

$$V(n) = \alpha (W_s(nT))^2 + \sum_{l \in L} (Q_l(nT))^2.$$

First, it is easy to verify that there exists $U_1$ independent of $M(n)$ such that

$$E[V(n + 1) - V(n) | \hat{M}(n)] < U_1 + 2\alpha E \left[ W_s(nT) \sum_{t=nT}^{(n+1)T-1} (A_s(t) - \mu_{2,s}(t)) | \hat{M}(n) \right]$$

$$+ \sum_{l \in L} 2E \left[ Q_l(nT) \sum_{t=nT}^{(n+1)T-1} (X_l(t) - \mu_{2,l}(t)) | \hat{M}(n) \right].$$

Dividing the time into two segments $[nT, nT + D - 1]$ and $[nT + D, (n+1)T - 1]$ and noticing the fact that $[Q_l(t_1) - Q_l(t_2)]$ and $[W_k(t_1) - W_k(t_2)]$ are both bounded by some constants independent of $M(n)$, we can obtain that

$$E[V(n + 1) - V(n) | \hat{M}(n)] < \bar{U} + 2\alpha W_s(nT) \lambda D + 2 \sum_{l \in L} Q_l(nT)x_lD$$

$$+ 2E \left[ \sum_{t=nT+D}^{(n+1)T-1} W_s(t) (A_s(t) - \mu_{2,s}(t)) | \hat{M}(n) \right]$$

$$+ \sum_{l \in L} 2E \left[ \sum_{t=nT+D}^{(n+1)T-1} Q_l(t) (X_l(t) - \mu_{2,l}(t)) | \hat{M}(n) \right],$$

where $\bar{U}$ is some constant independent of $\hat{M}(n)$. Now, by adding and subtracting $\mu_{1,s}(t)$, we obtain

$$E[V(n + 1) - V(n) | \hat{M}(n)]$$

$$\leq \bar{U} + 2\alpha W_s(nT) \lambda D + 2 \sum_{l \in L} Q_l(nT)x_lD + \sum_{t=nT+D}^{(n+1)T-1} \text{Drift}(t),$$

where

$$\text{Drift}(t)$$

$$= 2E \left[ \alpha W_s(t) A_s(t) + \sum_{l \in L} Q_l(t) X_l(t) | \hat{M}(n) \right]$$

$$- 2E \left[ \alpha W_s(t) \mu_{1,s}(t) + \sum_{l \in L} Q_l(t) \mu_{1,l}(t) | \hat{M}(n) \right]$$

$$+ \sum_{l \in L} 2E \left[ Q_l(t) (\mu_{1,l}(t) - \mu_{2,l}(t)) | \hat{M}(n) \right]$$

$$+ 2E \left[ \alpha W_s(t) (\mu_{1,s}(t) - \mu_{2,s}(t)) | \hat{M}(n) \right].$$
Note that (10)+(11) is the difference between the WS and the WSL. In the following analysis, we will prove that this difference is small compared to the absolute value of (8)+(9). We define
\[
\text{Diff}(t) = \alpha W_s(t) (\mu_{1,s}(t) - \mu_{2,s}(t)) + \sum_{i \in L} Q_i(t) (\mu_{1,i}(t) - \mu_{2,i}(t)),
\]
and
\[
\tilde{W}_s(t) = \sum_{i \in I(t)} \left[ \frac{Q_i(t)}{R^\text{max}_i(t)} \right].
\]
Next we compute its value in three different situations:

- **Situ-A:** Consider the situation in which \(\alpha W_s(t) \leq \max_{l \in L} Q_l(t) R_l(t)\). We note that \(\tilde{W}_s(t) \geq W_s(t)\) since \(R^\text{max}_i(t) \leq R^\text{max}_l\) for all \(t\) and \(l\). Therefore, given \(\alpha W_s(t) \leq \sum_{l \in L} Q_l(t)\), both WS and WSL will select a long-lived flow. In this case, we can conclude that \(\mu_{1,i}(t) = \mu_{2,i}(t)\) and \(\mu_{1,s}(t) = \mu_{2,s}(t) = 0\), which implies that \(\text{Diff}(t) = 0\).

- **Situ-B:** Consider the situation in which \(\alpha W_s(t) > \max_{l \in L} Q_l(t) R_l(t)\). In this case, both WS and WSL will select a short-lived flow, which implies that \(\mu_{1,i}(t) = \mu_{2,i}(t) = 0\), and
\[
\text{Diff}(t) = \alpha W_s(t) (\mu_{1,s}(t) - \mu_{2,s}(t)) \leq \alpha W_s(t) (1 - \mu_{2,s}(t)).
\]

- **Situ-C:** Consider the situation in which \(\alpha W_s(t) > \max_{l \in L} Q_l(t) R_l(t)\). In this case, WS will select a long-lived flow and WSL will select a short-lived flow. We hence have \(\mu_{1,i}(t) > 0\) and \(\mu_{1,s}(t) = \mu_{2,s}(t) = 0\), which implies that
\[
\text{Diff}(t) = \max_{l \in L} Q_l(t) R_l(t) - \alpha W_s(t) \mu_{2,s}(t)
\]
\[
\leq \alpha W_s(t) - \alpha W_s(t) \mu_{2,s}(t)
\]
\[\square\]
According to the analysis above, we have that
\[
\mathbf{E}[\text{Diff}(t) | \tilde{M}(n)] 
\leq \mathbf{E} \left[ \alpha W_s(t) | \text{Situ-B}, \mu_{2,s} = 0, \tilde{M}(n) \right] 
\times 
\Pr \left( \text{Situ-B, } \mu_{2,s} = 0 | \tilde{M}(n) \right) 
+ \mathbf{E} \left[ \alpha \tilde{W}_s(t) | \text{Situ-C}, \mu_{2,s} = 0, \tilde{M}(n) \right] 
\times 
\Pr \left( \text{Situ-C, } \mu_{2,s} = 0 | \tilde{M}(n) \right) 
+ \mathbf{E} \left[ \alpha \tilde{W}_s(t) - \alpha W_s(t) | \text{Situ-C, } \mu_{2,s} = 1, \tilde{M}(n) \right] 
\times 
\Pr \left( \text{Situ-C, } \mu_{2,s} = 1 | \tilde{M}(n) \right).
\]
Next we define a finite set \(\tilde{\Gamma}\). We first introduce some constants:

- \(\epsilon_1 = \min \left\{ \frac{\lambda}{\lambda^\text{max}}, \frac{\epsilon_{\text{min}}}{\epsilon_{\text{min}}^{\text{R}}} \right\}\).
- \(\epsilon_2 = \frac{\lambda^\text{max}}{2R^\text{max}}\), and \(D_{\epsilon_2}\) and \(N_{\epsilon_2}\) are the numbers that guarantee \(\Pr (E_{\text{miss}}(t)) \leq \epsilon_2\), which are defined by the goodness of the tie-breaking rule.

- \(\lambda^\text{max} = K \lambda^\text{max} R^\text{max}\), which is the maximum number of bits of short-lived flows injected in one time slot, and also the upper bound on the new workload injected in the network in one time slot.

We define a set \(\tilde{\Gamma}\) such that
\[
\tilde{\Gamma} = \left\{ \bar{M}(n) : W_s(nT) \leq \bar{U}_W + 2T + \frac{2 \sum_{l \in L} \epsilon_{\text{min}}^{Rmax} T}{\epsilon_{\text{min}}^{Rmin}} \frac{\epsilon_{\text{min}}}{\epsilon_{\text{min}}^{R}} \forall l \right\}.
\]
In this definition, \(\bar{U}_W\) is a positive integer satisfying that
\[
\bar{U}_W > \frac{8\beta + 10 + 16 \epsilon_2^2 \alpha \lambda^\text{max} R^\text{max} + 8 \epsilon_2^2 \alpha \lambda^\text{max} R^\text{max} + 8 \epsilon_2^2 \alpha \lambda^\text{max} R^\text{max}}{\epsilon_{\text{min}}^{Rmin}}
\]
\[\epsilon_{\text{min}}^{Rmax}\] and \(\bar{U}_Q\) is a positive integer satisfying
\[
\bar{U}_Q > \frac{8\bar{U}_W + 12 \alpha \lambda^\text{max} R^\text{max} + 2 \sum_{l \in L} \epsilon_{\text{min}}^{Rmax} T}{\epsilon_{\text{min}}^{Rmin}} + (\lambda^\text{max} + 2)T.
\]
Since the changes of \(W_s(t)\) and \(Q_l(t)\) during each time slot is bounded by some constants independent of \(\bar{M}(n)\), it is easy to verify that \(\tilde{\Gamma}\) is a set of a finite number of elements. Note that (8)+(9) is the drift under the WS. The WS policy has been analyzed in the proof of Theorem 2, which can be found in [12]. Here, we list two facts that will be used later:

- Given that \(W_s(nT) > \bar{U}_W + 2T + \frac{2 \sum_{l \in L} \epsilon_{\text{min}}^{Rmax} T}{\epsilon_{\text{min}}^{Rmin}}\), the following inequality holds:
\[
\mathbf{E}[(8) + (9)|\bar{M}(n)] \leq E \left[ 2\epsilon_1 \left( \alpha W_s(t) + R^\text{max} \max_{l \in L} Q_l(t) \right) - 2 \epsilon_1 \alpha W_s(t) \bar{\lambda} - 2 \epsilon_1 \right. 
\times 
\sum_{l \in L} Q_l(t) \bar{x}_l \bar{M}(n) \right]
\]
\[\text{(16)}\]
- Given that \(W_s(nT) < \bar{U}_W + 2T + \frac{2 \sum_{l \in L} \epsilon_{\text{min}}^{Rmax} T}{\epsilon_{\text{min}}^{Rmin}}\), and \(Q_l(nT) > \bar{U}_Q + 2 \epsilon_1 \bar{T} + \frac{2 \sum_{l \in L} \epsilon_{\text{min}}^{Rmax} T}{\epsilon_{\text{min}}^{Rmin}}\) for some \(l\), the following inequality holds:
\[
\mathbf{E}[(8) + (9)|\bar{M}(n)] 
\leq E \left[ 4\alpha W_s(t) - 2 \epsilon_1 \alpha W_s(t) \bar{\lambda} - 2 \epsilon_1 \right. 
\times 
\sum_{l \in L} Q_l(t) \bar{x}_l \bar{M}(n) \right]
\]
\[\text{(17)}\]
Next, we analyze the drift of Lyapunov function case by case assuming that \(D > \frac{\log \lambda^\text{max} \log 16 - \log R^\text{max}}{\log (1 - \epsilon)}\) and \(T > \frac{(4+\epsilon)D}{\epsilon}\).

- **Case I:** Assume that \(\bar{M}(n) \in \tilde{\Gamma}\). In this case, it is easy to verify that \(\mathbf{E}[V(n+1) - V(n)|\bar{M}(n)]\) is bounded by some constant \(\bar{U}_d\).

- **Case II:** Assume that \(W_s(nT) > \bar{U}_W + 2T + \frac{2 \sum_{l \in L} \epsilon_{\text{min}}^{Rmax} T}{\epsilon_{\text{min}}^{Rmin}}\). Recall that \(E_{\text{miss}}(t)\) is the event such that the tie-breaking rule selects a short-lived flow with \(R^\text{max}_i(t) \neq R^\text{max}\). Note that \(\mu_{2,s}(t) = 0\) implies that \(E_{\text{miss}}(t)\) occurs. Also note the following facts:
- For any $nT \leq t \leq (n+1)T$, we have $W(t) \leq W(nT) + \lambda W T$.
- Given $W_s(nT) \geq \tilde{U}_W + T$, we have $W_s(t) \geq \tilde{U}_W$ for all $nT \leq t \leq (n+1)T - 1$. Then according to the definition of $\epsilon_2$ and $\tilde{U}_W$ and assumption that the tie-breaking rule is good, we have $Pr(\mathcal{E}_{miss}(t)) \leq \epsilon_2$ for all $nT + D \leq t \leq (n+1)T - 1$.
- Given any $\tilde{M}(n)$ and any $nT + D \leq t \leq (n+1)T - 1$, we have
  \[
  \mathbb{E} \left[ \alpha \tilde{W}_s(t) - \alpha W_s(t) \mid \text{Situc.}, \mu_2, \tilde{M}(n) \right] \times \mathbb{P} \left( \text{Situc.}, \mu_2, \tilde{M}(n) \right) 
  \leq \mathbb{E} \left[ \alpha \tilde{W}_s(t) - \alpha W_s(t) \right] \tilde{M}(n) 
  = \mathbb{E} \left[ \alpha \tilde{W}_s(t) - \alpha W_s(t) \right] W_s(t - D) \tilde{M}(n) 
  \leq \alpha \mathbb{E} \left[ (1 - p_s^{\max}) D W_s(t - D) R^{\max} + \lambda W \tilde{M}(n) \right]
  \leq \alpha \mathbb{E} \left[ (1 - p_s^{\max}) D (W_s(t) + D) R^{\max} + \lambda W \tilde{M}(n) \right],
  \tag{18}
\]
where the inequality (18) holds because at most $\lambda W$ $s$ bits belonging to short-lived flows are in the network for less than $D$ time slots at time $t$, and a flow having been in the network for at least $D$ time slots can estimate correctly its workload with a probability at least $1 - (1 - p_s^{\max}) D$.

Now according to the observations above, we can obtain that
\[
\mathbb{E} [\text{Diff}(t) | \tilde{M}(n)] 
\leq 2 \epsilon \alpha (W_s(nT) + \lambda W^{\max}T) + 2 \epsilon \alpha (\lambda W^{\max}T) + \epsilon \alpha (W_s(nT) + \lambda W^{\max}T)
+ \alpha (1 - p_s^{\max}) D (W_s(t) + D) R^{\max} + \alpha \lambda W^{\max} \tilde{M}(n) \]
Combing with inequality (16), we conclude that
\[
\text{Drift}(t) \leq 2 \mathbb{E} \left[ \epsilon \left( W_s(t) + R^{\max} \max_{l \in L} Q_l(t) \right) \right]
- \epsilon \alpha W_s(t) \lambda - \epsilon \sum_{l \in L} Q_l(t) x_l 
+ \epsilon \alpha (W_s(nT) + \lambda W^{\max}T)
+ \epsilon \alpha (\lambda W^{\max}T) + \epsilon \alpha (1 - p_s^{\max}) D (W_s(t) + D) R^{\max} + \alpha \lambda W^{\max} \tilde{M}(n)
\leq \mathbb{E} \left[ -\epsilon \left( \alpha \tilde{W}_s(t) + \sum_{l \in L} x_l Q_l(t) \right) \mid \tilde{M}(n) \right],
\]
where the last inequality holds due to (13).

- **Case III:** Assume that $W_s(nT) < \tilde{U}_W + 2T + 2 \sum_{l \in L} \frac{x_l R^{\max}}{\alpha \lambda}$ and $Q_l(nT) > \tilde{U}_Q + 2 \sum_{l \in L} \frac{x_l R^{\max}}{\alpha \lambda}$ for some $l$. In this case, we have
  \[
  \text{Diff}(t) \leq \alpha \tilde{W}_s(t) \leq \alpha R^{\max} W_s(t).
\]
Combining with inequality (17), we have that
\[
\text{Drift}(t) \leq \mathbb{E} \left[ -\epsilon \left( \alpha \tilde{W}_s(t) + \sum_{l \in L} x_l Q_l(t) \right) \mid \tilde{M}(n) \right],
\]
where the last inequality holds due to (15).

Now, combining case II and case III, we can obtain that
\[
\mathbb{E} [V(n + 1) - V(n) | \tilde{M}(n)] 
\leq \tilde{U} + 2 \alpha W_s(nT) \lambda D + 2 \sum_{l \in L} Q_l(nT) x_l D
+ \sum_{t = nT + D}^{(n+1)T-1} \mathbb{E} \left[ -\epsilon \left( \alpha \tilde{W}_s(t) + \sum_{l \in L} x_l Q_l(t) \right) \right] \tilde{M}(n)
\leq - \tilde{U} - \sum_{t = nT + D}^{(n+1)T-1} \mathbb{E} \left[ \frac{\epsilon}{2} \left( \alpha \tilde{W}_s(t) + \sum_{l \in L} x_l Q_l(t) \right) \right] \tilde{M}(n),
\]
where the last inequality yields from the definition of $\tilde{U}_W$ and $\tilde{U}_Q$, and the fact $\tilde{M}(n) \not\in \mathcal{Y}$. Finally, we can conclude the theorem from the Foster’s Criterion and \lim_{t \to \infty} \mathbb{E} [\sum_{l \in L} Q_l(t) + \sum_{l \in L} Q_l(t)] < \infty [13].
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